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Synthetic disinformation detection among German information
elites — Strategies in politics, administration, journalism, and
business

Erkennung synthetischer Desinformation unter deutschen
Informationseliten — Strategien in Politik, Verwaltung,
Journalismus und Wirtschaft

Nils Vief, Marcus Bésch, Said Unger, Johanna Klapproth, Svenja Boberyg,
Thorsten Quandt, & Christian Stoécker

Abstract: Since the technology for generating synthetic media content became available to
a wider audience in 2022, the social and communication sciences face the urgent question
of how these technologies can be used to spread disinformation and how well recipients
are equipped to deal with this risk. Research so far has focused primarily on the phenom-
enon of deepfakes, which mostly refers to visual media generated or modified by artificial
intelligence. Most studies aim to test how well recipients can detect such deepfakes, and
they generally conclude that recipients are rather poor at detecting them. In contrast, this
analysis focuses on the broader concept of synthetic disinformation, which includes all
forms of Al-generated content for the purpose of deception. We investigate the process of
how actors with professional expertise in the field of disinformation try to detect Al-gener-
ated disinformation in text, visual and audio content and which strategies and resources
they employ. To gauge an upper bound for societal preparedness, we conducted guided
interviews with 41 actors in elite positions from four sectors of German society (politics,
corporations, media and administration) and asked them about their strategies for detect-
ing synthetic disinformation in text, visual and audio content. The respondents apply dif-
ferent detection strategies for the three media formats. The data shows substantial differ-
ences between the four groups when it comes to detection strategies. Only the media
professionals consistently describe analytical, rather than simply intuitive, methods for
verification.

Keywords: Synthetic disinformation, deepfakes, disinformation literacy, digital media lit-
eracy, generative Al, elite actors

Zusammenfassung: Seit die Technologie zur Generierung synthetischer Medieninhalte im
Jahr 2022 einem breiteren Publikum zuginglich wurde, sehen sich die Sozial- und Kom-
munikationswissenschaften mit der dringlichen Frage konfrontiert, inwiefern diese Tech-
nologie zur Verbreitung von Desinformation genutzt werden kann und wie gut Rezipienten
gertistet sind, um mit diesem Risiko umzugehen. Die bisherige Forschung konzentriert sich
primir auf das Phinomen der Deepfakes, welche sich zumeist auf visuelle Medieninhalte

596 SCM, 14.Jg., 4/2025

03.02.2026, 03:47:38. /e EEEEm


https://doi.org/10.5771/2192-4007-2025-4-594
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Vief et al. | Synthetic disinformation detection among German information

beziehen, die durch Kunstliche Intelligenz (KI) generiert oder modifiziert wurden. Die
meisten Studien testen, wie gut Rezipienten darin sind, Deepfakes zu erkennen, und kom-
men zu dem Ergebnis, dass sie Deepfakes in den meisten Fillen von authentischen Medien-
inhalten nicht unterscheiden kénnen. Im Gegensatz dazu stiitzt diese Analyse sich auf das
breitere Konzept der synthetischen Desinformation, welches alle Formen von KI-generi-
erten Medieninhalten zum Zweck der absichtlichen Falschinformation umfasst. Wir unter-
suchen die Strategien und Ressourcen, die Akteure mit professioneller Expertise im Bereich
Desinformation einsetzen, um Kl-generierte Desinformation in Text-, Bild- und Audioin-
halten zu erkennen, um so ein tieferes Verstindnis fiir den Prozess der Identifizierung von
synthetischer Desinformation und die dafiir benétigten Praktiken und Kompetenzen zu
erlangen. Hierfiir haben wir leitfadengestiitzte Interviews mit 41 Akteuren in Eliteposi-
tionen aus vier Sektoren der deutschen Gesellschaft (Politik, Wirtschaft, Journalismus und
Verwaltung) durchgefiihrt und befragten sie zu ihren Strategien zur Detektion synthetisch-
er Desinformation in Text-, Bild- und Audioinhalten. Die Befragten wenden fiir die drei
Medienformate unterschiedliche Erkennungsstrategien an. Zusitzlich zeigen die Daten
substanzielle Unterschiede zwischen den vier befragten Gruppen, wobei die Befragten aus
dem Mediensektor am hiufigsten analytische Erkennungsstrategien beschrieben, die sich
nicht ausschliefSlich auf eigenes Wissen und Intuition verlassen, sondern externe Quellen
zur Uberpriifung heranziehen.

Schlagworter: Synthetische Desinformation, Deepfakes, Desinformationskompetenz, digi-
tale Medienkompetenz, generative KI, Eliten

1. Introduction

Artificial intelligence (AI) has been described as “a system’s ability to interpret
external data correctly, to learn from such data, and to use those learnings to
achieve specific goals and tasks through flexible adaptation” (Kaplan & Haenlein,
2019, p. 17). Over the past years, Al or, more precisely, machine learning has be-
come a transformative technology that is revolutionizing various aspects of our
lives (Williamson & Prybutok, 2024), while also generating new kinds of prob-
lems. One of them is synthetically generated disinformation. One significant mile-
stone for synthetic text generation was the release of the free version of a chatbot
called GPT-3.5 by its maker, the company OpenAl, in November 2022. Just two
months later, the application reached 100 million monthly users, making it the
fastest-growing consumer application in history (Hu, 2023). In parallel, machine
learning based systems for generating increasingly realistic images were released,
e.g., DALL-E 2, also by OpenAl in September 2022 and Midjourney 5 in March
2023 by Midjourney, Inc. or the open-source text-to-image model Stable Diffu-
sion by Stability Al Further technology releases allowed the generation of realis-
tic audio and video content by instant voice cloning (ElevenLabs, April 2023) and
video voice cloning and lip-syncing (HeyGen Labs, September 2023). All these
types of systems are often referred to as “generative AI” (Wu et al., 2023).

There is increasing concern about whether and how synthetic media created
with generative Al is used to produce and spread disinformation and whether
people are able to recognize such content (Goldstein et al., 2023).

Previous research suggests that recipients have some difficulty detecting Al-
generated media content (especially for synthetic images), while overestimating
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their own ability to do so (Bray et al., 2023). This is compounded by the fact that
algorithmically curated platforms for serving media content to users are, because
of their design and optimization goals, an ideal ecosystem for spreading disinfor-
mation content (Aimeur et al., 2023; Stocker, 2020).

The advent of synthetic disinformation content in the digital public also dam-
ages the trust of recipients in authentic news media (Godulla et al., 2021, p. 90).
There is a growing body of research on the (negative) implications of these dis-
ruptive changes for media recipients and for democratic societies and the digital
public sphere in general (Gambin et al., 2024; Roe et al., 2024). For example, an
experiment by Dobber et al. (2021) shows that synthetic disinformation videos of
politicians can severely impact the public’s perception of them. Meanwhile, Rus-
sia’s invasion of Ukraine provides the first real-life examples of synthetic disinfor-
mation being used in conjunction with warfare, with several incidents involving
synthetic videos of Russian and Ukrainian government officials being used for
disinformation and entertainment (Twomey et al., 2023). Research from the so-
cial and communication sciences has focused on the consequences for recipients,
specifically on the topic of media literacy. Most of these studies address a specific
question: Can people distinguish synthetic visual media from real images and
videos, and if so, how well are they performing (Godulla et al., 2021; Rana et al.,
2022; Stroebel et al., 2023)?

How people attempt to check content is an under-researched area. When do
they decide to verify information? Which detection strategies do they use? What
are the skills and resources that they rely on, and which aspects and design fea-
tures of the content are reviewed during the authentication process? We see a
strong focus on the concept of deepfakes in current research, which primarily re-
fers to visual media. To our knowledge, the ability to detect fakes generated by
generative Al systems has so far mostly been tested for images and videos. We
argue that two other media formats play an important role in the spread of disin-
formation online that have received little attention in literacy research: Audio and
text (Bosch & Divon, 2024; Calvo et al., 2020; Maros et al., 2021; Shao et al.,
2018). We intend to fill this research gap and therefore use the term “synthetic
disinformation” instead of “deepfakes” to capture the whole phenomenon of in-
tentionally shared false information generated or modified by Al, including text
and audio content.

Building on the concept of “acts of authentication” by Tandoc et al. (2018), we
assume that internalized knowledge and skills, as well as the skillful use of exter-
nal verification sources, are crucial for detecting synthetic disinformation content.
For this reason, we surveyed individuals who we believe have expertise on the
topic due to their prominent professional positions. We conducted guided inter-
views with 58 elite actors from four sectors of German society (politics, corpora-
tions, media and administration), who are either responsible for dealing with dis-
information for their respective institutions or have special expertise on the topic.
We conducted two rounds of interviews. The initial interviews took place in the
fall of 2022, and 41 follow-up interviews in the fall of 2023.

During these interviews, we asked the respondents to elaborate on their strate-
gies to detect disinformation content online for three different media formats:
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Text, Video/Image and audio. Because the first wave of interviews took place be-
fore the release of critical technologies like Chat-GPT drew public attention to
the topic of synthetic media, this analysis draws on the 41 follow-up interviews
conducted in 2023. Respondents’ awareness and concern regarding the emer-
gence of synthetic disinformation had increased dramatically from 2022 to 2023.

We aim to get a better understanding of how disinformation experts in Ger-
man politics, administration, media and corporations are affected by the emer-
gence of synthetic disinformation and how well they are prepared to deal with it.
Our rationale behind this is: Synthetic disinformation is poised to increase the
well-described and researched disinformation problem that democratic societies
already face. We tried to identify and interview groups of professionals best
placed to deal with this emerging problem to gauge how these information elites
deal with it. Since the rest of society is probably less well-equipped to deal with it
than these professionals, our results mark a tentative upper bound for societal
preparedness for the emerging problem of synthetic disinformation.

RQ: Which detection strategies do German disinformation elites use to identify
different kinds of synthetic disinformation in textual, visual and audio content,
and which aspects and design features of the content are reviewed during the au-
thentication process?

2. Theoretical framework
2.1 Definition: Synthetic disinformation

Combining established definitions, we define synthetic disinformation as a special
type of disinformation partly or fully generated/modified by Al and containing
false information that is knowingly shared to cause harm (Milliere, 2022; Wardle
& Derakhshan, 2017, p. 5). The concept of synthetic disinformation differs from
the concept of deepfakes in two respects: It is narrower in terms of the purpose of
its distribution (intentional distribution with the intention of causing harm) and
broader in terms of the included media formats (text-based, visual, and audio
content).

Most research on Al-generated misinformation focuses on deepfakes, a term
coined in 2017 by a Reddit user who circulated Al-generated pornographic vide-
os with celebrity faces (Cole, 2017). The term combines “deep learning” and
“fake”, referring to the neural network-based tools used to create the fabricated
content. In 2019, Deeptrace found that nearly 96% of 15,000 identified deepfake
videos online were pornographic, indicating its primary use at the time (Simonite,
2019). Most deepfake research concentrates on visual media, with definitions like
the UK Government’s Centre for Data Ethics and Innovation (2019) describing
deepfakes as “artificial intelligence-based image synthesis technique that involves
creating fake but highly realistic video content”, through which it is possible to
“change how a person, object or environment is presented” (CDEI, 2019). Only
some authors like Gambin et al. (2024, p. 64) include audio and text in their
deepfake conceptions. To describe the broad spectrum of all types of artificially
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generated or modified media content (text, images, video, audio), the term syn-
thetic media was introduced (Milliére, 2022).

We combine the concept of synthetic media with the concept of information
disorder by Wardle and Derakhshan (2017), who distinguish three types of prob-
lematic messages around the concepts of falseness and harm. By this definition,
“disinformation” is information that is false and deliberately created to harm, in
contrast to “misinformation”, which is false but not created or spread with harm-
ful intention, and “malinformation”, which is based on reality, but used in a way
designed to inflict harm on a person, organization or country, e.g., by leaving out
important context. To avoid confusion, we use the term “synthetic disinforma-
tion”, which encompasses all forms of Al-generated and intentionally dissemi-
nated false information.

2.2 Synthetic media literacy

Media literacy is understood as the human potential to acquire knowledge about
media, operate media skillfully, critically evaluate them, and create media content.
It also serves as a pedagogical goal to foster these abilities and transmit relevant
knowledge in both formal and non-formal educational settings (Hugger, 2022).
Rohs and Seufert argue that media literacy in a professional context also includes
the ability to consider relevant, legal, ethical, and economic frameworks in the
use and production of media (Rohs & Seufert, 2020).

Al and synthetic media present significant challenges for the concept of infor-
mation and media literacy, particularly the issue of “explainability” in Al systems.
Unlike classical systems, modern Al systems make decisions based on complex
parameters that are not easily understood by humans, making it difficult for users
to ascertain how information was obtained or why a particular output was gener-
ated. Users unaware of these limitations may struggle to validate Al-generated
outputs and recognize misinformation (Tiernan et al., 2023). Over the last few
years, various concepts of digital media competence have developed. However,
there is yet no coherent literacy concept related to the detection of synthetic me-
dia content and, in particular, synthetic disinformation.

Martinez-Bravo et al. (2022) identify six key dimensions of competence that
are central for digital media literacy: The ability to adopt a responsible and ethi-
cal approach to using technology and evaluating information (critical dimension),
high-level thinking skills such as problem-solving, logical reasoning, and creativ-
ity in digital environments (cognitive dimension), the ability to engage socially
and collaboratively in digital environments (social dimension), the instrumental
and technical skills for using digital tools and understanding their underlying
principles (operative dimension), the capacity of managing personal emotions and
behaviors, building healthy relationships, and protecting one’s well-being in digi-
tal spaces (emotional dimension). The sixth dimension addresses the ability to
anticipate and innovate within dynamic digital environments, using foresight and
technological understanding for problem-solving and scenario building (projec-
tive dimension) (Cho et al., 2024; Martinez-Bravo et al., 2022).
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Lintner (2024) argues that three core competencies are essential when it comes
to “Al-literacy”: A technical understanding of Al that goes beyond just general
awareness and implies a basic comprehension of the underlying principles and
mechanisms of Al technologies, a critical understanding of how Al influences so-
ciety in various sectors, such as economics, employment, privacy, and social struc-
tures and the awareness and understanding of the ethical considerations sur-
rounding Al development and deployment. Other authors of educational sciences
like Ng et al (2021) and Kong (2021) emphasize a fourth important competence:
The ability to apply Al concepts in practical, real-world scenarios and even de-
velop Al technologies.

However, it is not yet clear what specific skills are required to detect synthetic
media that are intentionally used and disseminated to deceive. There is, so far, no
clearly defined concept of synthetic disinformation literacy.

When it comes to the authentication of synthetic disinformation, several core
questions can be raised: How do people attempt to verify the authenticity of con-
tent on the internet in general? And what are the strategies that they use to iden-
tify synthetic disinformation content and distinguish it from authentic informa-
tion?

Tandoc et al. (2018, p. 2753) argue that people use a two-step authentication
process. They examined the authentication strategies that 2501 people in Singa-
pore used to authenticate news items they encountered through social media. On
this basis, they established a conceptual framework called “audience’s acts of au-
thentication (3 As).” They argue that people first use internal and then external
acts of authentication to determine the validity of an item.

The first step is the Internal act of authentication. It refers to an individual’s
initial encounter with news on social media. In this initial encounter, individuals
rely on three main authentication framings: (1) the self, (2) the source, and (3) the
message. First, at the most basic level, people rely on their own sense of judgment.
They use their tacit stock of knowledge to examine whether a particular item is
believable. For example, both respondents from Tandoc and from this survey an-
swered that they detect misleading information based on “their gut feeling” (Tan-
doc et al. 2018, 2754) or that they will “just naturally notice” (S1) based on their
common sense. Beyond their own stock of knowledge, individual users also con-
sider the characteristics of the message itself and of the source. When the indi-
vidual is satisfied with the authenticity of the information in this initial stage, the
process ends there, and the information is accepted as authentic. However, if after
this reading the individual remains unconvinced of the information’s authenticity,
then he or she proceeds to the next step, which includes external acts of authenti-
cation.

External acts of authentication, according to Tandoc et al., can be either inten-
tional or incidental, by relying on interpersonal and institutional resources. Indi-
viduals can deliberately seek out ways to verify news items either through per-
sonal contacts or by seeking authentication in formalized sources (Tandoc et al.,
2018, p. 2754).

Some people might opt not to try verifying the authenticity of digital content.
The framework of Tandoc et al. is consistent with models from the field of cogni-
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tive psychology, such as the dual-process model of information processing under
uncertainty presented by Tversky and Kahneman (1974). “Internal acts of au-
thentication” can be likened to what Tversky and Kahneman would call system 1
processing: Fast, intuitive, effortless, associative, implicit, based on experience but
prone to heuristics that are a common source of cognitive distortions and biases.
“External acts” of authentication would be more like system 2 processing, i.e.,
controlled, slower, effortful processing that is less prone to heuristics and thus to
biases.

All three steps of the authentication process, according to Tandoc et al., have
one thing in common: They rely on trust. First, whether the content is reviewed at
all depends primarily on the person’s trust in the source and their own abilities.
Also, during internal authentication the individual will first look for markers of
credibility within the content (message, source, style) and within themselves (in-
ternalized prior knowledge and instinctive reaction). Only when this internal trust
is deemed insufficient to label a given piece of content as authentic does the indi-
vidual move beyond the news item and beyond their own experiences to look for
external markers of credibility. This suggests a strong social element to what con-
tent people will review at all and how they will do it (Frischlich 2019; Tandoc et
al. 2018, 2758).

3. Literature review
3.1Synthetic disinformation: Implications and literacy

The majority of research on the topic of synthetic disinformation is driven by
computer science and law. It uses the concept of deepfakes and focuses on syn-
thetic images and videos. Most studies from the field of computer science follow
an experimental approach and concentrate on developing and testing technical
systems for detecting Al-generated pictures and videos and/or tracing the source
of the synthetic disinformation. For these studies, the research interest lies in
judging the authenticity of the content and not in its political function and impli-
cations. The central goal is to determine whether a piece of content is fake or not
and whether it was created using Al (Rana et al., 2022; Stroebel et al., 2023). In
the field of law, most authors discuss the legal implications and regulations of
synthetic media. In addition to the dissemination of synthetically generated disin-
formation, the legal perspective primarily addresses the legal issues surrounding
the pornographic use of Al-generated content (Godulla et al., 2021, p. 86).

Since this study aims at identifying specific strategies that recipients use to de-
tect synthetic disinformation, we will primarily discuss studies that examine the
effect of synthetic disinformation on recipients or their ability to detect it. The
proportion of research that investigates these aspects is significantly smaller and
predominantly from the social and communication sciences (Godulla et al.,
2021). Almost all these studies operate with the concept of deepfakes, not syn-
thetic disinformation, and therefore have a slightly different focus regarding the
media formats and the political function of the (false) content they examine.

602 SCM, 14.Jg., 4/2025

03.02.2026, 03:47:38. /e i) )


https://doi.org/10.5771/2192-4007-2025-4-594
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Vief et al. | Synthetic disinformation detection among German information

To date, there have been few studies examining the effects of synthetic disinfor-
mation on recipients. These initial findings suggest that Al-generated visual con-
tent can further amplify the negative effects of disinformation by increasing its
credibility, strengthening the intention to share, and damaging political attitudes
and trust in politicians and the media. An experiment by Hwang et al. (2021)
tested whether an Al-generated video would enhance the negative impact of a
specific disinformation message on 316 Korean adults. The researchers measured
how recipients rated the vividness, persuasiveness, and credibility of a disinforma-
tion message about Facebook CEO Mark Zuckerberg, as well as their intention
to share the message. They showed two groups the same message, with one of the
messages supplemented by a synthetic video. The results show a positive effect for
the synthetic video: Respondents rated the liveliness, persuasiveness, and credibil-
ity of the synthetic version higher and expressed a greater intention to share the
message. The authors suggest that this is where a key mechanism of synthetic
disinformation comes into play. By supplementing false content with appropriate
imagery, synthetic disinformation increases its credibility and dissemination. They
also tested different types of media literacy education treatments: Deepfake-spe-
cific literacy education, general media literacy education and no literacy treatment
at all. Their results show that literacy education helps reduce the effects of the
disinformation message. Interestingly, for this study, “general disinformation lit-
eracy” reduced the effects just as well, sometimes even better, than specific “deep-
fake literacy” (Hwang et al., 2021).

Another study by Dobber et al (2021) argues that microtargeting techniques
can amplify the effects of synthetic disinformation by enabling malicious political
actors to tailor deepfakes to the susceptibilities of the receiver. In their online ex-
perimental study (N = 278), the researchers constructed a synthetic video by
modifying an authentic video of a politician and examined its effects on political
attitudes. They found that attitudes toward the depicted politician were signifi-
cantly lower after viewing the artificially modified version, while attitudes toward
the politician’s party remained similar to the control condition. Only 12 of the
144 Participants from the treatment group identified the synthetic video as such.
The authors also tested the effects for a microtargeted group and observed that
both attitudes toward the politician and attitudes toward his party scored signifi-
cantly lower than the control condition. This suggests that microtargeting tech-
niques can indeed amplify the effects of synthetic disinformation content (Dobber
etal., 2021).

Other early studies follow a broader approach and address the societal impli-
cations of synthetic disinformation. Twomey et al. (2023) conducted a thematic
analysis of tweets that discussed deepfakes in relation to the Russian invasion of
Ukraine. By analyzing public discourse on social media, they aimed to understand
how people perceive and react to synthetic videos during a real-world conflict.
The authors conclude that synthetic videos, especially in a high-stakes context
like a military conflict, do contribute to undermining epistemic trust by fostering
doubt and making it harder for individuals to rely on shared information. It high-
lights the real-world implications of synthetic disinformation beyond individual
perception, impacting collective trust in knowledge (Twomey et al., 2023).
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Another study by Vaccari and Chadwick (2020) found that individuals are
more likely to experience a feeling of uncertainty after viewing synthetic disinfor-
mation videos, rather than being directly misled by them. This resulting uncer-
tainty, in turn, reduces trust in news on social media. They conducted an experi-
ment with a representative sample from the UK (# = 2005) using various
Al-modified versions of a popular video of former US President Barack Obama
and the US comedian Jordan Peele. Two of the versions were misleading, one dis-
closed the Al modification. The authors conclude that deepfakes may contribute
to generalized indeterminacy and cynicism, further intensifying recent challenges
to online civic culture in democratic societies (Vaccari & Chadwick, 2020).

The overwhelming majority of research that investigates recipients of synthetic
mis- and disinformation concerns empirically testing if people can distinguish
synthetic images and videos from authentic content (Bray et al., 2023).

The research suggests that recipients’ ability to detect synthetic images is rather
underdeveloped, sometimes not even better than chance. A study by Liu et al.
found a labelling accuracy between 63.9 and 79.13%, depending on the dataset
(various deepfake generators were tested). This was a mass processing task with a
small sample, since 20 users had to classify 1,000 images. It took them an average
of 5.14 seconds to do so (Liu et al., 2020). Two other studies by Nightingale and
Farid (2022) and Shen et al (2021) tested the classification of images that showed
faces and found accuracies of 48.2 and 49.1%, on par with a coin toss. The for-
mer study also found that the trustworthiness of Al images was rated higher than
that of real images and that a second treatment group that received a “literacy
tutorial” before the experiment reached an accuracy of just 59%. Other authors
have criticized the experiments for a variety of methodological reasons (Bray et
al., 2023, p. 5). Shen et al. also investigated whether the participants used other
aspects of the images besides the faces for classification, so they repeated the ex-
periment with a black background. The results were almost the same: 49.7% ac-
curacy (black background) vs. 49.1% (Shen et al., 2021).

Bray et al conducted a study that tested three different kinds of intervention
with a sample of 280 participants. One group was shown examples of synthetic
images for familiarization, the second group was shown a list of 10 ‘tell-tale fea-
tures’ that synthetic images of this kind commonly contain, and the third group
saw the same list of features and was reminded of these features below each im-
age they had to classify. This study found accuracies above chance of around
60%. However, the interventions did not help. They slightly increased the detec-
tion accuracy for synthetic images, but at the same time reduced the accuracy for
real images, leading to false positives. Also, participants tended to be overly con-
fident in their ability to differentiate real and synthetic images (Bray et al., 2023).

Unlike with images, the results for video authentication varied considerably
between 23 and 87% labelling accuracy for synthetic video detection. The par-
ticipants performed much better when asked to recognize real video stimuli com-
pared to Al-generated videos. In all studies that were examined in a literature re-
view by Bray et al (2023, pp. 5-6), subjects labeled real videos correctly between
75 and 88% of the time. But while they rarely think that real videos are fake,
they don’t recognize fake videos as such. The authors criticize most studies on
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synthetic video literacy extensively, pointing to mostly small samples and some
test generators developed by the respective researchers themselves (sometimes
closed source). A study with a larger sample was conducted by Groh et al, who
investigated 304 paid participants and another 15,578 who took an online test
for synthetic video classification. The mean accuracy was 66% (Groh et al.,
2022). Another study, by Kobis et al. (2021), investigated video stimuli with two
treatment groups. One received a monetary incentive, and the other read a text
addressing the potential harm of Al-generated videos. They did not find measur-
able differences between the groups. The accuracy was significantly above chance
at 57.6%. But they found that the participants’ confidence in their classification
decision was much higher than the actual detection accuracy (73.7-82.5% com-
pared to 57.6%).

The current state of research suggests that synthetic disinformation (mostly
studied in the form of synthetic images and videos) has considerable potential for
damage to democratic societies. First, people are already rather bad at recogniz-
ing synthetic visual media (especially for synthetic images), while it can be as-
sumed that the techniques for generating synthetic content will continue to im-
prove dramatically over the coming years. Several studies suggest that the
recipients overestimate their ability to detect synthetic disinformation. The ap-
pearance of synthetic media in the digital public sphere also damages the trust of
recipients in authentic news media and can amplify the negative impact of online
disinformation.

We see two gaps in the current body of research regarding synthetic media and
online disinformation. First, while research has already produced numerous in-
sights into the performance of synthetic disinformation literacy and especially
synthetic image and video literacy among recipients, little is known about the
process by which people attempt to recognize synthetic disinformation. We are
not aware of any study that surveys participants who have specific expertise and/
or influence on the handling of synthetic disinformation at a societally relevant
level. Previous research on synthetic disinformation has focused almost exclu-
sively on visual media content. However, initial research suggests that two other
media formats play an important role in the spread of disinformation online that
have so far received little attention in literacy research: Audio and text (Bosch &
Divon, 2024; Calvo et al., 2020; Maros et al., 2021; Shao et al., 2018). This study
aims to address these two research gaps.

Although previous research on synthetic media literacy suggests that for the
majority of recipients, visual synthetic media content is not distinguishable from
authentic content anymore, the experimental designs of these studies significantly
limited participants’ recognition strategies by not providing any external sources
or context for the content under review. In most experiments, the participants
had no other sources than the image or video itself and their own knowledge to
verify it. Only internal acts of authentication were tested. However, if the syn-
thetic content itself can hardly be distinguished from real content, the context
becomes the decisive marker for the verification of the checked content.

For this analysis of German information elites’ detection strategies, we there-
fore assume that strategies that rely on external acts of authentication are the
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most promising to build robust resilience against synthetic disinformation. This is
especially true when it comes to new forms of disinformation that the interview-
ees have no prior internalized knowledge about, since the reliability of internal
detection strategies relies on internalized knowledge and skills. Since our inter-
viewees have professional expertise on the topic of disinformation, it can be as-
sumed that they also have an above-average repertoire of internalized knowledge
that they can apply.

Most of the studies discussed so far attempt to compile samples that are repre-
sentative of the respective population or user group under study. We are interest-
ed in the application of external acts of authentication in the detection of syn-
thetic disinformation, which relies heavily on internalized knowledge and skills.
We assume that these skills are most likely to develop through regular (and pro-
fessional) exposure to synthetic disinformation. Therefore, we specifically sur-
veyed “elite actors” (defined below) who we assume to have particularly extensive
experience in dealing with synthetic disinformation. Our research question is
therefore:

RO: Which detection strategies do German disinformation elites use to
identify different kinds of synthetic disinformation in textual, visual and
audio content, and which aspects and design features of the content are
reviewed during the authentication process?

4. Methods
4.1 Synthetic disinformation elites

We follow a positional approach to the concept of “elite” actors (Wasner, 2013),
meaning that they have to hold elite positions. ”Elite” is defined as having the
power and resources to enact decisions or to be able to influence political deci-
sions and public opinion (Higley, 2018; Hoffmann-Lange, 2018; Wasner, 2013).
We selected individuals in positions that grant them this elite status. Then we
identified the societal sectors of politics, administration & government, media
and private business as especially important as they are in a doubly relevant posi-
tion when it comes to disinformation: On the one hand, they are, at least theo-
retically, in control of the means to tackle disinformation. On the other hand,
they are also potentially high-value targets for disinformation.

Political and administrative elites establish policies, enact laws, and allocate
funds for countermeasures, including funding research and education and involve
security agencies and other administrative tools for detection and prosecution of
criminal disinformation (Filipovic & Schiilke, 2023; Pawelec & Sievi, 2023). Me-
dia elites are crucial due to their fact-checking expertise and role in building pub-
lic trust (Graves & Amazeen, 2019), and accountable due to their role in holding
other sectors. Private business elites, while less public, aim to protect their image
and narratives, potentially lobbying for measures or being impacted by regulation
(Guilbeault, 2018).
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Second, as the public and potential disinformation actors and spreaders are
aware of the status of societal elites, they are also affected as potential targets of
synthetic disinformation. Politicians and high-ranking government officials are
frequently central to conspiracy theories that fuel populist and anti-elite narra-
tives, seeking to destabilize political systems (Koistinen et al., 2022). Journalists
play a crucial role as information providers in the struggle against widespread
online disinformation, acting as both adversaries and targets (Kalsnes et al.,
2021). Beyond that, disinformation is an increasing concern for the private sector.
While cybersecurity has long been a focus for businesses to combat hacking and
espionage, the discussion of disinformation as a potential threat to companies
and the markets they operate in is only just beginning (Akhtar et al., 2023; Petra-
tos, 2021).

4.2 Sample

We conducted two waves of guided interviews with 58 (n1) key actors from four
sectors of German society (politics, corporations, media and administration). The
first wave took place September—December 2022, mostly in face-to-face inter-
views. Follow-up interviews were conducted one year later, September 2023-Janu-
ary 2024, with 41 (n2) participants from the first wave. For this analysis, only the
interviews of the second wave were included, since the interest in and awareness of
the topic of synthetic disinformation increased drastically in the second wave.

The interview partners were recruited in a multi-stage systematic procedure
from the four sectors of German society that are professionally involved with the
topic of disinformation. As we follow a positional approach to the identification
of elites, we selected representatives of the sectors based on their position (Hoff-
mann-Lange, 2018). For each organization we contacted, we asked to get in
touch with the person either responsible for dealing with the topic of disinforma-
tion or with the most expertise in that area.

1) Politics (n1 = 16, n2 = 10): We contacted politicians from all democratic par-
ties represented in the German parliament in descending order of their posi-
tion within the party’s organizational hierarchy, ending up with 16 interview-
ees from the Christian Democrats (CDU), the Social Democrats (SPD), the
Green Party (Die Grinen) and the Left Party (Die Linke). However, we could
not recruit members of the Liberal Party (FDP), and we deliberately excluded
the party Alternative fiir Deutschland (AfD) as using disinformation and dis-
information campaigns has already become a part of the AfDs political strat-
egy (Bennett & Livingston, 2023; Darius & Stephany, 2022; Leschzyk, 2021).
Among the interviewed politicians are administrative heads of the parties,
ministers and former ministers, treasurers and MPs leading parliament com-
mittees. 13 of these politicians also participated in the follow-up interviews.
For this analysis, three interviewees had to be excluded from the sample, since
they did not have the time to answer the questions about their detection strat-
egies.

2) Administration (n1 = 17, n2 = 8): We used the ministerial structures of the
German government to contact members of all ministries. Our sample covers
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a broad range of representatives, e.g., from the interior and exterior ministry
or the ministry of defense, as well as security agencies and adjacent institu-
tions. We gathered 17 interview partners ranging from press secretaries to
state secretaries and individual members in leadership roles at security or de-
fense agencies. Ten of them participated in the follow-up interviews, but two
had to be excluded from the sample, since there was not enough time to talk
about their detection strategies.

3) Media (n1 = 15, n2 = 10): We interviewed journalists from private and pub-
licly funded nationwide media outlets, as well as freelance journalists from
newspapers, public and private broadcasters and research collectives special-
izing in fact-checking with editorial lines ranging from conservative to liberal.
Within their respective organization, they mostly occupy roles of department
heads, editors, or specialize in the field of social media in journalism. Ten of
them also participated in the follow-up interviews.

4) Business (n1 = 10, n2 = 8): We recruited spokespeople of large private busi-
nesses listed on the German stock market, social media platforms and specifi-
cally businesses involved in critical infrastructure like banking, mobility or
medical supplies. We were able to recruit ten interviewees from the business
sector, working mainly as heads of communication and heads of security.
Eight of them participated in the follow-up interviews.

5) We intentionally did not specify which professional positions the respondents
should have within their organizations (e.g., only spokespeople) to be open to
potentially very different professional approaches to the topic of disinforma-
tion and synthetic media within the organizations. These different approaches
are reflected, for example, in the fact that some companies referred us to their
heads of security, while others forwarded our request to their heads of com-
munication. We did not explicitly ask for expertise in synthetic media or Al
during the recruitment process, but for experience with disinformation in
general. The focus on the topic of synthetically generated disinformation
emerged during the interviews, particularly in the follow-up interviews, and
reflects the focus and concerns of the interviewees for this specific period (au-
tumn 2022-winter 2023/24). A more detailed overview of interview partners,
their sector and position can be found in Figure 3 in the Appendix.

4.3 Data collection

The interviews followed a semi-structured guide evaluated in a pretest. During
the initial interviews in autumn of 2022, five interviewers asked the interviewees
about (a) their general experience and definition of disinformation, (b) their stra-
tegies for detecting disinformation for different types of media (text, image/video,
audio and memes) and (c) their assessment of future developments with respect to
the spread of disinformation and the efforts to combat it.

The follow-up interviews followed the same procedure but focused on the time
since the last interview (autumn 2022-autumn 2023). We specifically asked for
changes and new experiences since the last conversation. The most important
change that preoccupied and worried many of the respondents during this period
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was the perceived boom in synthetically generated disinformation after the re-
lease of Chat-GPT 3.5 and other tools for synthetic content creation.

Most interviews were conducted at the respondents’ workplaces. Where this
wasn’t possible, we used video calls via Zoom or Microsoft Teams. The inter-
views generally lasted between 40 and 60 minutes. Audio recordings of the inter-
views were transcribed and pseudonymized according to the extended simple
rules of Dresing and Pehl (2013). Using qualitative content analysis according to
Mayring (2010), we deductively determined pre-defined categories and inductive-
ly developed categories during coding. The initial coding scheme was developed
between the five interviewers, with disagreements being solved via discussion and
consensus. After a first round of coding, the inductive code development was car-
ried out by two coders with multiple rounds of coding conferences to ensure reli-
ability.

5. Results
5.1 Detection strategies

We asked our interviewees about the exact procedure that they apply to authenti-
cate online media content, and about which features or characteristics they use to
identify disinformation content. Given that textual, visual and audio content all
function differently in online media and have different effects on the audience
(Dan et al., 2021; Hameleers et al., 2020; Powell et al., 2015; Vaccari & Chad-
wick, 2020), we asked for each of these media types individually.

Based on the “audience’s acts of authentication” framework by Tandoc et al.,
we classified the detection strategies that the respondents reported for the differ-
ent types of synthetic disinformation (text, visual, audio) into one of the follow-
ing three categories:

1) No strategy: This category was coded when the interviewees did not describe
any authentication strategy at all.

2) Internal authentication: This category includes all strategies that are internal
acts of authentication. Respondents “go with their gut” and only check their
own (instinctive) knowledge and features of the source and the message itself
that are immediately apparent to them without referring to any external sour-
ces of credibility.

3) External authentication: This category was coded when interviewees descri-
bed more detailed and complex authentication strategies that go beyond an
intuitive and quick comparison with their own experience and instantly appa-
rent features and instead check other (external) sources for credibility. Such
strategies correspond roughly to the everyday understanding of what most
people would call “fact-checking”.

Figure 1 shows an overview of the categories to which respondents from the four

professional fields (media, business, politics and administration) were assigned for

the three media formats surveyed: Text, visual and audio. The blue dots represent
the individual respondents and indicate what type of recognition strategies they

described.
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Two findings are immediately apparent: First, when comparing the four social
groups, journalists (labelled here as “media”) distinguish themselves from the
others, as they are the only ones who predominantly rely on external sources for
content verification. The other three groups trust their internalized knowledge
and gut feeling, or they do not describe any recognition strategies at all. Second,
the results reveal a particular knowledge gap in audio verification. Apart from
media workers, respondents do not appear to have any tools to detect synthetic
audio disinformation content.

Figure 1. Detection strategies for different media formats by sector of society

Note. 3 Question asked: “Disinformation and campaigns use different media types like text, images/
videos and audio. What characteristics do you use to identify disinformation in online media in the
area of [text/visual/audio]? Can you describe concrete examples here?” Each dot represents one
participant’s responses pertinent to the respective subcategory (n = 36).

5.2 Text content detection

When asked about their methods for identifying disinformation in texts, partici-
pants’ responses differ between the societal sectors. Figure 1 shows that most of
the journalists reported sophisticated strategies that rely on external sources and
require a detailed examination of the content, while most respondents from busi-
ness rely on internal strategies, and most participants from politics and administ-
rations described no strategy at all. This corresponds to the different work practi-
ces that the respondents described to us, which seem to result in different levels of
engagement with online information in general. While for many journalists inten-
sive scrutiny of the veracity of online texts is part of their daily routine and they
primarily deal with news content, respondents from the business sector deal with
a wide range of different text content. User reviews and comments on digital plat-
forms play a greater role here, for example. These are primarily evaluated in
terms of their harms to the companies. The respondents usually judge the accura-
cy based on their existing knowledge of the specialist area of their company.
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How do the respondents approach verifying text content? Some of the re-
spondents did not describe any detection strategy, because text verification simply
is not part of their work.

The most common internal strategies ( = 11) are checking for three aspects of
the text. The first marker for falsification is the immediate (formal) appearance of
the Text. Spelling errors, lots of emojis or exclamation marks and the like are
perceived as reasons to mistrust the information. The same applies to content-re-
lated features such as emotional and dramatic language or translation errors.
Sloppy translation is understood as an indication of the use of Al, which in turn is
almost always equated with an intention to deceive. The third set of features are
keywords and “dog whistles”. These are trigger words that refer to a narrative
that the participant in question already believes to be false. The same procedure is
applied to certain authors and sources whom the respondents generally distrust.

Another set of internal recognition strategies relies on the directly accessible
knowledge of the respondents. They “go with their gut” and rely on “common
sense” and their professional expertise. Or as one respondent from the field of
administration put it: “If someone like me is politically active, they will naturally
quickly notice: This is, I think, a certain kind of feeling for language and content
that is present™ (S1).

Twelve people also described detection strategies that rely on external sources,
most of them working in the field of journalism. The most common of these is a
cross-check of the sources mentioned in the message itself, as well as the author
of the message. Most journalists also check for further evidence to support the
message. Another important external source of credibility is institutionalized ver-
ification, especially on social media, as one respondent explains: “Platform X is
making it so difficult for us now since there are no longer any blue checkmarks
where you can at least relatively easily know that the sender is OK” (S1).

5.3 Visual content detection

Visual media is the category for which our respondents were most concerned
with the problem of examining synthetic disinformation. They mostly subsumed
this under the term “deepfakes” or just “AI”. Once again, we see clear differences
between the professional groups. While all journalists described elaborate strate-
gies that involve external sources in the verification process, most interviewees
from politics and administration told us that they also worry about deepfakes but
believe that it is not possible to identify them anymore. For respondents from the
corporate sector, the problem is somewhat different. They are more optimistic,
since “usually it’s images showing our products that are changed. And we know
what our products look like” (W9).

However, all groups agree that synthetic disinformation technologies are im-
proving rapidly and that distinguishing them from real content will sooner or
later become impossible. They only differ in their assessment of the current stage
of the technical development of synthetic media technology compared to their
own detection skills. Several respondents from the fields of politics and adminis-
tration said things along the lines of this answer: “A year ago I would have said
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they were poorly edited images and videos. But I can’t say that anymore, because
unfortunately, they’ve gotten really good with this whole Al thing” (PS5). The
journalists that we talked to see the same problem, but their assessment is differ-
ent: One put it like this: “At the moment, you’re still learning to pay attention to
certain characteristics as a fact checker. And that’s how you recognize that this is
actually an Al-generated photo. These are often areas like the background or the
hair, the hairline. The ears or eyes are sometimes different. But that’s just a snap-
shot.” Most journalists share this conclusion. For the moment, they are still confi-
dent to have sufficient means to recognize synthetic disinformation as such, but
“this will only be temporary, because in two years the Al will no longer be able to
use five or six fingers” (J9). In a nutshell, visual content authentication is per-
ceived as a race between technology and synthetic media literacy, which all re-
spondents expect to lose sooner or later.

How are the participants approaching the authentication of visual content? 13
respondents, primarily from politics and administration, did not describe any de-
tection strategies. Most agree that authenticating synthetic visual disinformation
content is impossible. The eight respondents who depicted internal strategies fol-
lowed a similar approach to the one reported for text content. They either trusted
their own knowledge or inspected the immediately apparent appearance of the
message for an “unprofessional” or “alternative media aesthetic” and for dra-
matic and emotional presentations. These features were rated as indicators of in-
authenticity.

15 Interviewees (all journalists, 2 from business, 3 from the field of administra-
tion) described strategies that relied on different external sources for credibility.

The most frequent way of doing this was a context check. The most frequently
described case was not the synthetic generation of images, but the use of real im-
ages moved to a different context.

And then, we rarely see fake images. Neither through Al nor in any way
that someone has done something with Photoshop. Instead, we actually see
things being taken out of context. [...] The camera somehow points down a
street. And while this live feed is running, two relatively tall buildings are
razed to the ground by Israeli rocket attacks. And that actually happened.
But it was two or three years old, I think. So, it’s being shown again and
again in connection with the current war. And that’s what we see a lot in
photography and video. A real photo, actually taken for some occasion,
but it’s presented in a completely false context. And it’s claimed to be a re-
cent photo. And it would show this and that. But in fact, some of it is years
old. And we see that again and again. (J6)

There’s a photo of an Airbus A380. Inside this Airbus A380 are large water
tanks, each containing 200 liters. And there was a photo that was publis-
bed, and the water tanks are being used. The water is being pumped
around to change the load in the aircraft, how it moves. This image was
taken by so-called chemirails conspiracy theorists to prove that these are
containers containing chemical liquids that are then spread during the
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flight. It’s like I have an image-text mismatch. The text doesn’t fit the
image, or the text is made to fit the image and isn’t reflected in the image.
(W6)

For these cases of decontextualization of visual content, respondents told us
“that’s where counter-research really helps” (J2) and “you can always do this re-
verse image search” (J15). To verify the context of visual content, digital plat-
forms play an important role, since “The easiest and fastest way is of course via
Google, or other social platforms that are stricter with the awarding of blue
checkmarks [to mark verified accounts], for example” (J2).

The second type of external authentication strategy relies on a complex review
of the image material itself. This applies to both artificially generated images and
manipulated original content. Our interviewees mostly rely on additional soft-
ware to do so: “When something is manipulated, the image noise is often differ-
ent at some point. With the right tool, you can visualize this”(J10). The other way
they check for image manipulation or generation is, again, context, as this exam-
ple illustrates: During the German federal election campaign, an Al-fake photo of
the Green Party’s party conference received a lot of attention. It allegedly showed
the event room after the party conference, which was littered with mountains of
rubbish, especially large quantities of pizza boxes.

That was an Al-generated image, and you could see it. These are the kinds
of things that you can still pay attention to now, when people suddenly
have five fingers on their hand plus a thumb, or even just two fingers. Or
when fashion accessories somehow don’t match, clothes look a bit weird.
When there are strange characters on the pizza boxes that look like Arabic
characters. But really, the pizza delivery service or the restaurant should
have some kind of meaningful print on them. So, we look at the content to
see if the images are somehow not quite consistent. We pay attention to
writing, we pay particular attention to, as stupid as it sounds, people’s fin-

gers. (]9)

This form of authentication examines content-related features of the images and
compares them with verifiable features of the (allegedly) depicted objects.

Since these strategies all have in common that they are time-consuming and
laborious, many respondents from the field of journalism resort to a third strate-
gy that is faster: “If in doubt, ask your own followers a question. If the audience
is large enough, you’ll find many who have probably already considered the same
question before” (J2).

5.4 Audio content detection

Compared to textual and visual media, our respondents express a lower aware-
ness of audio disinformation. Respondents from politics and administration did
not describe any strategies for authenticating audio content, as did all but two
business representatives. The question of why so many respondents did not de-
scribe any strategies here can only be answered inadequately based on this samp-
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le. One possible explanation would be that the people concerned had not yet had
contact with audio-based disinformation and synthetic audio content in their pro-
fessional context. Only the journalists seemed to have encountered this problem
so far. Those concerned with synthetic audio content and audio disinformation in
general nearly always use analytical authentication strategies that rely on external
sources. Only two of them reported internal authentication, by trusting to “have
a feeling” for the sound and the language of it: “If they are professionals, you
don’t notice. But if they are not professionals who are sending messages on
answering machines or whatever, then you notice pretty quickly” (W6).

Respondents who described external authentication strategies for audio con-
tent are mostly concerned with fake telephone calls to scam people and audio
messages on messenger apps that spread disinformation. In most cases, they use
specialized software for authentication. One journalist who worked with a spe-
cialized research institute to authenticate audio files told us:

We are now essentially dependent on experts or on software that experts
create. And this software, especially when it comes to deepfake audio, isn’t
that widespread yet. So, that’s another advantage. You actually bave direct
contact with the experts who actually create this software. (J6)

The second external source of credibility is once again swarm intelligence on so-
cial media:

Tve often found this tendency to engage in swarm fact-checking to be sur-
prisingly strong. And I think it’s often led me to think, when I wasn’t sure
what to think about things, that 1 might actually be inclined to say, ‘Okay,
maybe that’s not true.” Or, ‘Okay, maybe that’s true, it could be’. (J7)

6. Discussion and conclusion

We asked which detection strategies German (dis-)information elites use to iden-
tify different kinds of synthetic disinformation in textual, visual and audio con-
tent and what skills and sources they rely on during the process of authentication.
The analysis shows that the “acts of authentication” model by Tandoc et al.
(2018) provides a useful basis for understanding and classifying the different de-
tection strategies for synthetic disinformation. We see potential for future re-
search to further investigate the synthetic disinformation detection process.

Our results show that synthetic disinformation detection is perceived as a con-
stant race between technology and harmful actors on one side and improving lit-
eracy and countermeasures on the other. For synthetic media content, the effec-
tiveness of internal strategies is perceived to be declining and expected to continue
to decline, since all forms of synthetic media, textual, visual or audio content will
sooner or later reach a stage where they can no longer be distinguished from au-
thentic content. This seems to be consistent with other research showing a decline
in synthetic media detection accuracy (Bray et al., 2023; Groh et al., 2022; Kobis
et al., 2021; Liu et al., 2020; Nightingale & Farid, 2022; Shen et al., 2021). An
important aspect for future research on synthetic disinformation detection accu-
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racy is the consideration of different recognition or other mitigation strategies
when empirically testing them.

Our respondents do describe promising external strategies to verify deceptive
synthetic content, the most important being context. The more a piece of online
content cannot be verified by itself, the more important the context of the infor-
mation it contains becomes. This applies to all three media formats we examined.
In other words, the central question is not whether a medium is genuine or fabri-
cated, but whether the information contained in the message is correct. Following
Tandoc’s “acts of authentication” framework, the most promising detection strat-
egies are those that rely on external sources and check the context of the informa-
tion (Tandoc et al., 2018). We see a great need for research here. Previous studies
on the detection of synthetic disinformation are structured in such a way that
they merely test whether respondents can distinguish authentic from synthetic
content. The experimental designs do not allow respondents to verify the context
of the stimuli using external sources; instead, their authenticity must be assessed
exclusively based on the media content itself. Therefore, only detection strategies
based on “internal acts of authentication” can be applied here (Bray et al., 2023;
Dobber et al., 2021; Groh et al., 2022; Hwang et al., 2021; Kobis et al., 2021;
Liu et al., 2020; Nightingale & Farid, 2022; Shen et al., 2021; Vaccari & Chad-
wick, 2020). According to our results, the key to synthetic disinformation detec-
tion is verifying the context and external sources. Since no representative sample
was surveyed for this study, we cannot make any statements about which strate-
gies are used by the general population and which groups are particularly vulner-
able to synthetic disinformation. Furthermore, we were unable to empirically test
the effectiveness of the described detection strategies in our survey. Future studies
might address the question of strategies employed to detect synthetic disinforma-
tion with an experimental approach with larger samples and standardized stimu-
lus material and methods, such as self-reporting, while making decisions about
such material to get a more precise idea of how, and how successful, various
strategies are employed in real-world situations.

The group of journalists can serve as a best practice example for synthetic dis-
information detection strategies. They are the only group for which we can rea-
sonably assume that they occupy an elite status regarding their synthetic disinfor-
mation literacy and clearly distinguish themselves from the average media
recipients. They predominantly describe detection strategies that rely on external
sources. Professional training in the authentication of media content, as is com-
mon among journalists, is doubtlessly helpful here. Journalists in our sample also
use some “elite” detection strategies that aren’t readily available to other recipi-
ents. For example, complex software tools were often used for audio verification.
Also, some journalists rely on their professional networks and large numbers of
social media followers to implement the “ask the crowd” strategy to verify online
content. Journalists are more concerned about the phenomenon of synthetic dis-
information than the other groups and express the most pessimistic outlook. This
could also be interpreted as a sign that the other groups still underestimate the
scope of the problem. Respondents from politics and administration, who are
usually not trained in the verification of media content and whose daily work
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rarely involves this activity, may be more vulnerable to synthetic disinformation
because they cannot describe adequate methods to detect it. This also applies to
the group from the field of business, which relied mainly on internalized knowl-
edge and the resulting gut feeling when making decisions.

Previous research suggests that recipients’ trust in digital content itself appears
to be declining (Twomey et al., 2023; Vaccari & Chadwick, 2020). It is becoming
even more important for the public to be able to rely on trustworthy sources (like
democratic institutions and professional media outlets) that do not use synthetic
media and do not misinform their audience, but provide context and sources for
news and information.

Regarding the three media formats we looked at, our results show different
detection approaches to text, visual and audio content.

For text-based disinformation content, respondents more often rely on internal
strategies that only check obvious features and rely on what they deem “common
sense.” Synthetic text generation is described almost exclusively for one use case:
The translation of fake news texts in the context of foreign influence operations
with the intent to deceive. The most described external detection strategy focuses
on comparing information with other sources and gathering further evidence.

In the area of visual disinformation content, our respondents are particularly
concerned about synthetic disinformation. Here, the respondents’ perceptions
align with the focus of previous research. The strategies described primarily aim
to verify the authenticity of visual media. The reported internal strategies mostly
rely on their own “gut feeling” and expertise and look for obvious Al errors,
while external strategies rely on technical tools to detect synthetic media. The
most frequently described form of deception is not the fabrication of new con-
tent, but rather the alteration of real content to change its meaning or context.
Therefore, the most important use case for further literacy research appears to be
not the detection and testing of fully generated images and videos, but the detec-
tion of manipulation and decontextualization of authentic content.

Deceptive audio content as a category of disinformation is the least well-
known to the interviewees. The interviewees from administration and politics, as
well as all but two business representatives, described no detection strategies for
this or believe that verification is impossible. Those who deal with the detection
of audio disinformation (almost exclusively journalists) primarily use technical
tools, for which they sometimes rely on additional external expertise. Here we see
an urgent need for further research as well. Initial studies indicate that audio-
based disinformation does exist, and its influence is growing (Bosch & Divon,
2024). When it comes to resilience, this study suggests that the greatest threat
stems from those forms of disinformation that respondents are not yet aware of.
The prerequisite for establishing robust detection strategies is problem awareness.
One central finding of this study is that most respondents are primarily concerned
with detecting deceptive content rather than synthetic content. Our respondents
do not treat Al-generated disinformation as an isolated problem, but as another
aspect of disinformation and information disorder. When it comes to the content
they review, their primary concern is, reasonably enough, whether they are being
lied to, not whether the content was synthetically created. Accordingly, many of
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the strategies described are not primarily aimed at identifying traces of synthetic
disinformation, but rather at assessing the credibility of the message as a whole.
However, when synthetic content is identified, it is usually equated with an inten-
tion to deceive and viewed as a sign of unreliability. Disinformation as a societal
problem is most definitely on the mind of every single person we interviewed.

To sum up, our results show that the information elites in Germany describe
detection strategies that usually do not go beyond an internal gut feeling check
and are not suitable for detecting new forms of synthetic disinformation. Audio is
the biggest blind spot: Synthetic audio disinformation is the least understood and
detected, posing a significant future threat. Even the participants themselves view
this as a problem when considering the rapid pace of improvement in synthetic,
Al-generated media. This does not bode well for the preparedness of society in
general when it comes to dealing with this relatively new threat in the larger are-
na of disinformation.

The most promising detection strategies rely on external sources and, crucially,
evaluating the context of the information, rather than just the authenticity of the
media content itself. Journalists, due to their training and reliance on external
verification, are better equipped to detect synthetic disinformation. Other elite
groups (politics, administration, business) often lack adequate methods and may
underestimate the problem.

The results also suggest some promising avenues for mitigation: Professional
training and methods in verification and analysis seem to be helpful, judging from
the answers we recorded in the group of journalists. Problem awareness in all
groups is high, which points to a potential willingness to learn the necessary
skills. Considering context and consulting external sources for verification and
analysis seem to be deemed most useful by those participants who report their
strategies most clearly. Future research should focus on these strategies in more
detail, since that was beyond the scope of our interview for this study. Future re-
search might then also address how these and other tools can be used and taught
— not just to elite actors, since synthetic disinformation is poised to be a major
problem for society.
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Appendix

Figure 2. Detection strategies for different sectors of society by media format

Note. Question asked: “Disinformation and campaigns use different media types like text, images/vi-
deos and audio. What characteristics do you use to identify disinformation in online media in the area
of [text/visual/audio]? Can you describe concrete examples here?” Each dot represents one
participant’s responses pertinent to the respective subcategory. (n = 36)

Figure 3. Respondent details

Type of described detection strategy
ssip e Position Text Visual Audio Code
Party
Journalism
Magazine department head internal external external J1
Public broadcaster editor external external external | J10
Research collective project lead external external external | J11
Public broadcaster | editor/journalist external external | no strategy | J13
Public broadcaster freelancer external external external | J15
Public broadcaster multiple roles external external internal ]2
Private broadcaster | department head internal external external J4
Private broadcaster | department head internal external external J6
Newspaper editor external external external J7
Public broadcaster staff external external external ]9
Business
Business association | department head | internal internal | no strategy | W1
Energy department head internal internal | no strategy | W11
Energy department head internal external | no strategy | W12
Heavy industry department head internal | no strategy | no strategy | W2
Mobility department head | no strategy | no strategy | no strategy | W4
Aerosp aielgengmeer- department head | external external internal Weé
Energy department head internal internal external | W7
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Type of described detection strategy

Sector{)Subsector/ Position Text Visual Audio Code
arty
Pharmaceuticals staff internal internal | no strategy | W9
Politics
Die Linke leadership member | internal internal | no strategy | P1
Die Griinen leadership member | no strategy | no strategy | no strategy | P10
CDhU MP no strategy | no strategy | no strategy | P13
Die Griinen MP no strategy | internal | no strategy | P14
Die Griinen MP Staff no strategy | internal | no strategy | P15
Die Griinen leadership member | external | no strategy | no strategy | P3
CDhU department head | internal | no strategy | no strategy | P4
Die Griinen MP no strategy | no strategy | no strategy | PS5
SPD leadership member | no strategy | internal | no strategy | P8
CDU leadership member | no strategy | no strategy | no strategy | P9
Administration
Federal ministry staff external | no strategy | no strategy | S1
Federaiggr\lfs;nment 1nt§lrénmt i?; zrt— no strategy | external | no strategy | S10
State security agency staff no strategy | no strategy | no strategy | S12
Federal ministry staff external | no strategy | no strategy | S18
Federa[lé:rxlfs;nment viee dﬁlg iritment external | no strategy | no strategy | S3
Federal ministry department head | no strategy | no strategy | no strategy | S4
Federal ministry department head | no strategy | external | no strategy | S5
Federal ministry staff no strategy | external | no strategy | S8

03.02.2026, 03:47:38.
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