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Abstract: The growing number of literary works being produced and published has emphasised the importance 
of better cataloguing methods to handle the increasing volume effectively. One specific issue is the lack of organis-

ing works by time periods, which is crucial for understanding and organising literature. In this study, "time" refers to when the story's events 
occur or the narrative's temporal setting, like specific historical periods or events, rather than the publication date. Categorising literary works 
based on their historical settings can significantly improve accessibility for library patrons navigating online catalogues. However, time period 
categorisation is uncommon, primarily due to the resource-intensive nature of the process, which necessitates extensive analysis by librarians 
and cataloguers. To address this issue, this paper proposes evaluating different machine learning workflows to predict time periods for novels. 
The workflow comprises preprocessing, feature engineering, classification, and evaluation. The feature engineering techniques used are Latent 
Dirichlet Allocation (LDA), Word Embedding with Sentence-BERT (WE SBERT), and Term Frequency-Inverse Document Frequency (TF-
IDF), and the classification algorithm used is Logistic Regression. The models are assessed using the F1 score, precision, and recall metrics. The 
time period categories used are Medieval, Era of Great Power, Age of Liberty, and Gustavian periods. The objective is to determine how effec-
tively each model categorises Swedish historical fiction novels into their appropriate time period categories. By leveraging machine learning 
techniques, the research seeks to supplement the time period categorisation process, aiding cataloguers and ultimately enhancing the accessi-
bility and usability of library collections. 
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1.0 Introduction  
 
As digitisation technology has become more widely used in 
library operations, Gartner (2008) states that the necessity 
for metadata has become increasingly pressing. Guerrini 
(2023) explains that metadata serves as both a representa-
tion of documents and an infrastructure for searching and 
traversing networked resources. It provides essential infor-
mation about documents, including title, author, subject, 
and publication date, acting as a summary or description of 
the document's content and attributes. Simultaneously, 

metadata serves as a foundational framework within digital 
environments, such as digital libraries or databases, enabling 
searching and navigating networked resources. By organis-
ing information in a structured manner, metadata allows, 
for example, patrons at a library to locate specific docu-
ments or resources. While bibliographic elements such as ti-
tle, author, and subject have long been the primary search 
criteria in online public access catalogues (OPAC), Boogard 
et al. (2019) claim that evolving user search behaviour now 
encompasses more general queries, including time periods 
and events, thus creating new challenges in accessing digital 
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library resources. Specific time periods or events are often 
sought after, posing unique difficulties in digital search 
queries (Petras et al., 2006). Furthermore, Frommeyer 
(2013) argues that time is an important component of sub-
ject cataloguing, and a study by Bates et al. (1993) found 
that 16 percent of humanities scholars' searches on the DI-
ALOG database were related to time.  

As Petras et al., (2006) points out, the conventional 
method of searching by dates in OPACs fails to capture the 
nuances of historical epochs effectively where users are often 
limited to conducting keyword date searches, such as entering 
"1700," which retrieves literature both written in and about 
the year 1700. Moreover, this keyword search only works if 
the searched term is specifically mentioned, thereby limiting 
its effectiveness in capturing comprehensive sets of literature 
related to a particular historical period. This method lacks 
specificity and may yield results unrelated to the user's in-
tended historical period. An alternative and more nuanced 
approach to organising literature involves analysing the texts' 
content to derive the time periods they represent rather than 
relying solely on keyword searches based on exact matches of 
keywords. This method entails extracting temporal infor-
mation directly from the narrative content, allowing for a 
comprehensive and contextually accurate categorisation of 
literature into specific historical periods.  

In this study, the term "time" denotes the historical pe-
riod during which the events of a narrative unfold. "Time 
period" and "historical period" are utilised interchangeably 
to articulate this concept; similarly, the terms "literary work" 
and "novel" are used interchangeably. This study emphasises 
contextualising the story within a broader historical frame-
work rather than the publication date of a novel. Most fic-
tion and historical novels have at least one time period 
where the story unfolds, and this temporal information can 
be retrieved and used as metadata. For example, suppose a 
novel is set during the Medieval period; it immerses readers 
into that era's cultural, social, and political milieu, offering 
insights into the customs, beliefs, and challenges of the 
time. Similarly, narratives set during the Viking Age 
transport readers to a time of exploration, conquest, and 
cultural exchange in Northern Europe.  

The National Library of Sweden and its Metadata Office 
are responsible for maintaining the guidelines for categoris-
ing literary works by time periods; educated cataloguers at 
different libraries are responsible for this categorisation. In 
Sweden, the joint library catalogue (Libris), which catalogu-
ers use, has around nine million printed works of fiction 
and two million printed works of non-fiction. I have crafted 
a fictional scenario featuring a fictional character to exem-
plify how a time period search can be executed in systems 
like Libris. This case aims to illustrate the process of con-
ducting a time period search. Case: Alex is an avid reader 
fascinated by fictional stories set in the medieval period. He 

enjoys tales of castles, knights, armies, and brave individuals 
fighting for justice and freedom. Although Alex prefers sto-
ries grounded in historical facts, he seeks fictional narratives 
rather than factual accounts. To find such stories, Alex uti-
lises an online system specifically designed for literature col-
lections rather than a general search engine like Google. He 
begins his search by entering keywords such as "medieval pe-
riod," hoping to uncover exciting tales from that era. How-
ever, he quickly becomes overwhelmed by the sheer number 
of results returned by the search. Despite attempting alter-
native keywords like "medieval fictional books," Alex fails to 
find satisfactory results. Adding to his frustration, many 
search results consist of factual books rather than the fic-
tional narratives he desires. Regarding the browsing feature, 
Alex explores categories and subjects but struggles to find 
relevant content. The categories and subjects provided are 
too broad, making it difficult for Alex to navigate effectively 
and locate fictional books set in the medieval period. As 
Boogard et al. (2019) also suggest, metadata representing 
time periods can be added to search engines in online collec-
tions, such as library systems, to increase the chances of a 
user finding a novel set in a specific historical period. 
Searching and browsing for time periods, such as the medi-
eval period, poses several challenges in online systems dedi-
cated to literature collections. Unlike search engines like 
Google, which rely on algorithms to index and rank web 
pages, specialised online systems for literature collections of-
ten use metadata and keywords. Additionally, the categori-
sation and subject tagging in these systems may be too gen-
eralised, making it challenging for users like Alex to narrow 
their search to find specific fictional narratives. As a result, 
users may struggle to locate the desired content efficiently, 
leading to frustration and dissatisfaction with the search ex-
perience.  

The scarcity of relevant findings in systems like Libris 
can be because only a fraction of its extensive collection in-
cludes time period metadata. A database search in Libris re-
vealed that out of the 12 million works available, only 
108,816 had specific time periods specified. These numbers 
support the claim made in Dalli's (2006) study that finding 
literary works with time period metadata is rare, making 
time period searches difficult. Although it is possible to cat-
egorise literary works by time periods, they are often not pri-
oritised, especially in the case of fiction. A possible reason 
for the lack of time period metadata could be that it is time-
consuming and challenging to decide what metadata to 
specify in each case. Cataloguers categorising in Libris can 
obtain information on a time period from the author, pub-
lishers, other cataloguers, or organisations. Without infor-
mation on the time period, cataloguers must read the blurb 
or a portion of the text, search the internet, or ask col-
leagues. Hence, understanding the text characteristics is a 
crucial step, and it is where cataloguers must spend most of 
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their time when cataloguing. A poor understanding of the 
work’s characteristics can lead to mis-categorisation. There-
fore, a commonly used principle for creating metadata that 
represents the time periods of a literary work is that the 
work must contain a minimum of 20 percent of its content 
dedicated to describing one or more time periods (Metada-
tabyrån 2021b).  

Feature engineering is a necessary step in machine learn-
ing, where raw data is transformed into meaningful features 
that can be used to train models and make predictions 
(Håkansson and Hartung 2020). This process involves 
transforming data attributes to improve the performance of 
machine learning algorithms. Likewise, when cataloguing 
literature, cataloguers comprehend each work's attributes 
and annotate them accordingly to identify patterns in data 
and determine their subject matter, themes, and historical 
context. By understanding these text characteristics, cata-
loguers can assign appropriate metadata such as genre, time 
period, and subject tags. 

The effectiveness of both feature engineering in machine 
learning and cataloguing by librarians or cataloguers hinges 
on the quality of text analysis. In machine learning, predic-
tion accuracy hinges on various factors, including the pre-
processing methods applied to the texts, the types of tech-
niques employed to generate features, and the selection of 
algorithms used for text categorisation. While in human cat-
aloguing, the precision of categorisation relies on the cata-
loguer's ability to accurately interpret and classify literary 
works' content. Thus, both processes require a deep under-
standing of the data or text being analysed to achieve opti-
mal results. 

This study aims to compare different feature engineering 
techniques alongside preprocessing and classification. 
Then, the models are evaluated to determine the most accu-
rate approach for predicting time periods in Swedish histor-
ical fiction literature sourced from the Swedish Literature 
Bank. Machine learning uses algorithms and statistical mod-
els to perform a specific task without being explicitly in-
structed; it relies on statistically finding patterns and infer-
ences by looking at many sample data, also called training 
data. When the model has "learned" the patterns in the 
training data, it can start making predictions on data it has 
never seen. Integrating machine learning techniques into 
the cataloguing process holds the potential to enhance the 
precision and efficiency of time period categorisation by 
aiding cataloguers in their decision-making. The feature en-
gineering techniques that are being compared are Latent Di-
richlet Allocation (LDA), Word Embedding with Sentence-
BERT (WE SBERT), and Term Frequency-Inverse Docu-
ment Frequency (TF-IDF). Logistic regression is used to 
classify the Swedish historical fiction texts into one of these 
time periods: Medieval period, Era of Great Power, Age of 
Liberty and, Gustavian Period. The models are evaluated by 

F1 score, together with precision and recall. Further details 
are outlined in the Methods section. 
 
2.0 Fiction categorisation  
 
The topic of fiction content analysis and retrieval has be-
come increasingly significant in the context of knowledge 
management and literature organisation, as pointed out by 
Saarti (2019). However, Saarti (2019) continues that cate-
gorising fiction has proven challenging due to its multifac-
eted and interpretive nature. Rafferty (2013) observes that 
genre has traditionally been employed to categorise fiction, 
owing to its usage in advertising and targeted marketing 
(Saarti 2019; Maker 2008). Shenton (2006) outlines a pro-
ject that sought to establish new categories for fiction 
within a high school library based on an analysis of the 
book's nature in the collection. These categories were in-
formed by the content of a six-month log of fiction inquir-
ies. More recently, Almeida and Gnoli (2021) claim that 
conventional categorisation systems that index fictional 
works based only on their form, genre, and language may 
not be the most effective approach since they need to con-
sider the story's actual content. Therefore, it is essential to 
develop new methods to better analyse and categorise fic-
tion content, as traditional categorisation systems have been 
found to be inadequate in this regard. There are numerous 
ways of categorising fiction, as evidenced by various at-
tempts. However, one prominent approach involves analys-
ing the content. Machine learning can simplify this task by 
enhancing the ease of conducting content analysis. Manger 
(2018) explored the possibilities of using machine learning 
to categorise a text as fiction or nonfiction by analysing re-
views. Both Ströbel et al. (2018) and Kulkarni et al. (2018) 
used machine learning to categorise text. While Ströbel et al. 
(2018) categorised by genre, Kulkarni et al. (2018) analysed 
the contents of books to predict publication dates. 
 
3.0 Time period categorisation 
 
“Time” by Barbara Adam (2006) is an interdisciplinary 
book that delves into the complex concept of time, bringing 
together insights from various fields such as philosophy, so-
ciology, and anthropology. Time is experienced, understood 
and valued differently across cultures, and it has a multifac-
eted nature that has been conceptualised and measured 
throughout history (Adam 2006). Time period is a concept 
for conceptualising and measuring time. There are well-
known historical periods that refer to wars, revolutions and 
inventions, such as the Medieval period, the Viking Age and 
World War I. However, Adam (2006) points out that nam-
ing a period often occurs after the event has taken place, and 
there are no strict guidelines governing what qualifies as a 
time period.  
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There are many different types of categories that can be 
used to categorise time. The most basic type of categorisa-
tion, according to Frommeyer (2013), is by identifying pe-
riods and events in the order of occurrence in a particular 
year or decade. Other types of categorisations are technolog-
ical categorisation, for example, in relation to the Industrial 
Revolution or the Information Age (Britannica 2022), and 
economic and political categorisation, for example, in rela-
tion to the Great Depression or the rise of capitalism and 
the type of government in power (Bergsten and Elleström 
2004). Bergsten and Elleström (2004) argue that because 
time can be categorised in numerous ways, it can be chal-
lenging and contentious for scientists to agree on conceptu-
alising and determining the start and end points of time pe-
riods. Also, Shaw (2010) points out that time periods are 
concepts of human thought, and like any concept, they can 
change with the occurrence of new events or interpreta-
tions. Since this study is mainly preoccupied with Swedish 
language literature, the focus will be on Nordic time peri-
ods. This study utilises the division of time periods pro-
posed by Bergsten and Elleström (2004), which is primarily 
aligned with the period divisions established by the 
Metadata Office (2021a). The Metadata Office, part of the 
National Library of Sweden, creates metadata standards and 
cataloguing instructions that libraries widely use to generate 
time period metadata during the cataloguing process. These 
time periods are mostly political periods, except for the Me-
dieval period, and they undergo revisions and refinements 
over time. Figure 1 shows Bergsten and Elleström's time pe-
riods and the time periods provided by the Metadata Office. 
Upon examination, it becomes clear that there are some dif-
ferences between the two. The most significant difference is 
that the Medieval Period, which is a long time period, is not 
included in the Metadata Office's list. Another difference is 
that Bergsten and Elleström's periods span longer periods, 
while the Metadata Office's time periods are shorter and 

more specific. A detailed description of how they are joined 
and used in this study is provided in the Data section.  
 
4.0 Method  
 
Quasi-experiments were used in this study to categorise 
Swedish historical fiction texts using three machine learning 
techniques. The efficiency of these techniques is measured 
using the F1-score.  

According to Cook (2015, 1-2), a quasi-experiment 
"aims to establish a cause-and-effect relationship between an 
independent and dependent variable". In contrast to so-
called true experiments, Cook (2015, 1-2) further notes that 
it "does not rely on random assignment. Instead, subjects 
are assigned to groups based on non-random criteria". In 
this study, each novel is assigned a time period, which are 
non-random groups. The research employs machine learn-
ing techniques to create features and categorise texts using 
supervised and unsupervised learning methods. In super-
vised learning, the algorithm is provided with inputs and 
known outputs to learn how to categorise texts, while unsu-
pervised learning identifies patterns without known out-
puts (Burkov 2019). Both techniques are utilised in this re-
search since there are known and unknown variables. Unsu-
pervised learning is used to create text features without hu-
man supervision, while supervised learning verifies whether 
the predicted time period categories are correct or wrong.  
 
4.1 Data preparation 
 
This research utilised historical fiction novels from the Swe-
dish Literature Bank, a nonprofit initiative to offer free access 
to digital versions of Swedish literature. Initially, 48 novels 
were searched and retrieved in full text by submitting the 
phrase "historical novels" to the search interface. Historical 
fiction novels were chosen due to their basis on historical 

 

Figure 1. Time periods from the Metadata Office and Bergsten and Elleström (2004). 
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events, making them easier to categorise into a time period 
than other novels. Since the novels did not have time period 
data, they had to be manually categorised, resulting in a da-
taset of 35 novels, which is considered a small dataset for ma 
chine learning. The novels were also lengthy, ranging from 
38,000 to 186,000 words. To address these issues, the novels 
were sliced into smaller chunks, resulting in 1,055 individual 
texts with around 3,500 words each. Slicing the novels into 
smaller pieces helped increase the dataset size and made the 
texts more manageable for machine learning. When I men-
tion ‘novels’, I refer to complete, unaltered literary works. On 
the other hand, when I use the term ‘text’, it denotes the nov-
els that have been divided into smaller segments or sections. 
The distinction is important since feature engineering and 
categorisation are done on smaller text segments, not the 
whole novel. 

The Metadata Office (2021) and Bergsten and Elleström 
(2004) offer suitable time period categories for literature 
categorisation. However, time periods by Bergsten and 
Elleström and the Metadata Office were slightly revised due 
to the data used in this study. There was a considerable 
number of novels with Medieval time periods, therefore this 
period was added as a supplementary category, as suggested 
by Bergsten and Elleström. The Vasa period was excluded 
from the list of time period categories since there was only 
one novel set at that time. The Karolinska period was 
merged with the Era of Great Power because subcategories 
were not allowed. Additionally, different periods ended and 
started in the same year, creating ambiguity. To avoid this, 
one period had to end a year before the next period started. 
After the revisions, the time period categories are as follows: 
1200-1520, Medieval period; 1611-1717, Era of Great 
Power; 1718-1772, Age of Liberty; and 1773-1809, Gusta-
vian Period. A script was created to scan each novel for any 
numerical years mentioned. These years were important in 
determining when in time the story takes place. The years 
extracted from each novel were individually examined to se-
lect a time period. If a novel had no years mentioned, it was 
excluded from the dataset. However, if a novel had too 
many different years mentioned (30 or more), and none 
stood out, then they were also excluded to avoid guesswork. 

Historical fiction novels usually have titles that mention im-
portant details like the names of kings, queens, wars, or 
years, and as an additional step, the novel's titles were com-
pared to the extracted years to increase the accuracy of the 
time period categorisation. After the manual categorisation, 
each time period category had 100 texts each. The steps of 
manual time period categorisation are shown in Figure 2. 
 
4.2 Text pre-processing  
 
In order to make sure that the texts were consistent for anal-
ysis, several steps were taken during pre-processing. First, all 
the texts were converted to lowercase to make sure that 
words that meant the same thing, like "King" and "king", 
were treated as identical. The texts were also divided into 
smaller parts, or tokens, by splitting them into individual 
words. Some words and punctuation marks that did not 
add to the interpretation of the text, such as "I," "and," "she," 
".", ":" and "?" were removed. The texts for LDA and TF-
IDF were cleaned, but for WE with SBERT, the texts re-
mained as they were. This is because SBERT works on the 
sentence level, and splitting the words or removing punctu-
ation makes it challenging to distinguish sentences apart.  
 
4.3 Feature engineering  
 
After the pre-processing stage, the texts were transformed 
from whole texts into a sequence of chosen words. How-
ever, machine learning algorithms cannot directly use words 
in this format; thus, the words need to be converted into nu-
merical values. To achieve this, each text is represented as a 
list of numbers, also known as feature vectors. This study 
used three different techniques to create these feature vec-
tors: LDA, WE, and TF-IDF. LDA is a type of generative 
probabilistic model in the topic modeling family that aims 
to identify the set of topics present in a document. LDA as-
sumes that a document contains words corresponding to 
various topics and assigns a set of topic probabilities to each 
document. These probabilities range from 0 to 1, with 1 in-
dicating a strong probability that the topic exists in the doc-
ument and 0 indicating a low probability (Blei, Ng and Jor-

 

Figure 2. Manual historical fiction novel categorisation by time periods. 
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dan, 2003). Various topic numbers were tested to find the 
optimal number of topics. Using fewer than five topics gave 
poor results, which caused the algorithm to incorrectly cat-
egorise a text 50 percent of the time, which was as good as a 
random guess. However, as the number of topics increased, 
there was a clear improvement in the results. For example, 
using ten topics was better than using 5, and using 15 topics 
was better than using 10. This pattern continued up to 20 
topics, after which there were minimal improvements. Be-
yond 20 topics, the results worsened, dropping from 79 per-
cent to 78 percent in correctly predicting a text's time pe-
riod. This suggests that meaningful topics could be formed 
with 20 topics, therefore 20 topics are used in this study.  

TF-IDF is a statistical model that measures a word's signif-
icance in a document or a collection of documents. It does 
this by calculating the frequency of the word in the document 
and weighting it according to how common or uncommon 
the word is across all documents (Shalev-Shwartz and Ben-
David 2014). The model uses two measures: term frequency 
(TF) and inverse document frequency (IDF). TF counts the 
number of times a word appears in a specific document, 
while IDF measures the rarity of the word across all docu-
ments. A high document frequency means a lower IDF score, 
while a low document frequency means a higher IDF score. 
Words that frequently appear in 90 percent of the documents 
were removed because they carry little meaning and do not 
provide information to differentiate one document from an-
other. Similarly, words that are too rare (appear in less than 10 
percent of the documents) or unique were also removed be-
cause they are unlikely to be useful in distinguishing between 
documents. Misspelled words or proper names that appear 
only in a single document were also unlikely to help identify 
relevant documents. 

In natural language processing, word embedding repre-
sents words as numerical vectors in a high-dimensional space. 
SBERT is a type of pre-trained model that is available for 
generating sentence embeddings (Reimers and Gurevych 
2019). The training aims to maximise the similarity between 
the sentence embeddings of semantically similar sentence 
pairs and minimise the similarity of semantically different 
sentence pairs. When given a sentence as input, SBERT gen-
erates a fixed-length vector representation of the sentence 
called sentence embedding, which captures the semantic 
meaning of the sentence input. This is achieved by encoding 
the input sentence into a sequence of token embeddings us-
ing the pre-trained BERT model. Unlike LDA and TF-IDF, 
the data were not pre-processed for SBERT because punctu-
ation is needed to distinguish between sentences. 

In this feature engineering step, the texts were trans-
formed into feature vectors, which are numerical represen-
tations of the text. Each algorithm has produced its repre-
sentations by analysing the text from different perspectives. 
 

4.4 Model training  
 
Logistic Regression is a model used for categorical depend-
ent variables, specifically for binary categorisation prob-
lems. In this study, there are four categories of time periods, 
which creates a multi-category categorisation problem. The 
approach to solving this problem is called "one vs all", where 
one category is compared to the remaining combined cate-
gories. The logistic regression model uses feature vectors to 
predict whether a text belongs to category A by outputting 
a 1 or 0. Since Logistic Regression is a supervised algorithm, 
pre-labelled data is needed to train it. In this case, each text 
was manually labelled with its correct time period before the 
model training. K-fold cross-validation with ten folds was 
used to train and test the LDA, TF-IDF, and WE with 
SBERT models. The output from this step is a categorisa-
tion model that predicts the probability of a text belonging 
to a certain category. 
 
4.5 Model evaluation  
 
The three models, LDA, TF-IDF, and WE with SBERT, were 
evaluated separately and compared using the F1-score, a com-
mon accuracy measure of categorisation models. The F1-
score is the harmonic mean of precision and recall, with a 
maximum value of 1.0 indicating perfect precision and recall. 
The minimum value of 0 indicates that the categorisation 
models did not identify any true positives correctly. When 
dealing with multiple categories, an overall F1 score is not 
computed. Instead, a one-vs-all scoring method determines 
the F1 score for each category. This method assesses the per-
formance of each category individually, using precision and 
recall. In categorisation tasks, precision and recall are two 
metrics commonly used to evaluate the performance of a 
model. The F1 score is a metric that combines precision and 
recall into a single score that reflects the model's overall per-
formance. Precision is a metric that measures the proportion 
of true positives out of all positive predictions the model 
makes, see Equation 1. Precision measures how many in-
stances the model predicted as positive are positive. A high 
precision score means the model makes very few false positive 
predictions. Recall is a metric that measures the proportion 
of true positives from all actual positive instances in the da-
taset, see Equation 2. Recall measures how many positive in-
stances in the dataset are correctly identified by the model. A 
high recall score means that the model correctly identifies 
many positive instances. The F1 score is a weighted average of 
precision and recall, with equal weight given to both metrics, 
see Equation 3. A high F1 score means the model has high 
precision and recall, which is desirable in many categorisation 
tasks. 
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 Precision = TT + F  

 
 

(1) 

 Recall = TT + T  

 
 

(2) 

 F1 = Precision × RecallPrecision +  Recall (3) 

 
5.0 Results 
 
The results of each technique are presented to show how 
they performed through precision, recall, and F1-score for 

each time period category. Lastly, in 5.1, a comparison be-
tween techniques is presented.  

Figure 3 shows how the technique LDA performed 
across the time period categories. Out of the four time pe-
riod categories, Age of Liberty had the highest precision, re-
call and F1 scores, followed by the Medieval period. How-
ever, both the Era of Great Power and the Gustavian period 
had less accurate predictions of 0,74, which equals correct 
predictions 74 percent of the time.  

Figure 4 shows that TF-IDF has high scores on precision, 
recall and F1-score across all time period categories. However, 
the Medieval period and Age of Liberty scored highest, fol-
lowed by the Era of Great Power and the Gustavian period.  

In contrast to TF-IDF, Figure 5 shows that WE SBERT 
has a low score on all metrics. The medieval period and the 

 

Figure 3. LDA F1-score for each time period. 

 

Figure 4. TF-IDF F1-score for each time period. 

 

Figure 5. WE SBERT F1-score for each time period. 
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Age of Liberty have scores close to 0.5, meaning that only 
50 percent of the texts were categorised correctly. The era of 
Great Power and the Gustavian period had even lower F1 
scores, meaning that more text was categorised wrong than 
correct.  
 
5.1 Comparison between techniques with F1-score 
 
Figure 6 shows the F1-score comparison between the three 
techniques. The data shows that TF-IDF performed well 
across all four time periods, with scores between 0.92 and 
0.99. LDA also performed well, with scores ranging be-
tween0,74 and 0.92. WE SBERT had the lowest scores over-
all, with scores ranging from 0.39 to 0.521. Regarding the 
specific time periods, the Age of Liberty has the highest F1 
scores across all three techniques, while the Gustavian Pe-
riod has the lowest scores. 
 
6.0 Discussion  
 
The results improved as the quasi-experiments proceeded. 
The study results suggest that TF-IDF and LDA are prom-
ising feature engineering techniques for analysing text data 
across different time periods. At the same time, WE SBERT 
may be less effective in this context. LDA and TF-IDF per-
formed consistently well across all four time periods, with 
scores ranging from 0.74 to 0.99, while WE SBERT had 
lower scores, about and under 0.5, across all four periods. 
Several factors may contribute to the differences in perfor-
mance between these techniques. For example, LDA and 
TF-IDF are well-established techniques widely used in nat-
ural language processing and may be better suited to analys-
ing texts from a range of time periods. Additionally, LDA 
and TF-IDF rely on statistical methods to identify patterns 
and trends in text data, which may be particularly useful for 
identifying similarities and differences across periods. On 
the other hand, WE SBERT is a newer technique that uses 

neural network models to generate vector representations of 
sentences. However, using too many sentences may result in 
lower-quality embeddings, which affect the categorisation.  

As Saarti (2019) discussed, fiction content analysis is 
challenging due to its multimodality and interpretational 
nature. However, as this study's results suggest, machine 
learning algorithms can be used effectively to find patterns 
and relationships in large amounts of data and categorise 
features of historical fiction texts. 

Fiction categorisation has traditionally relied on formal 
and external aspects such as genre, literary form, author, 
place, and language. However, as pointed out by Almeida 
and Gnoli (2021) and as corroborated by the results of the 
present study, a more effective approach to categorising fic-
tion is to consider the actual content of the texts. Doing so 
makes it possible to capture the thematic essence of fiction 
texts and provide a more accurate categorisation.  

Additionally, as machine learning techniques become 
more available, areas of fiction categorisation that were pre-
viously explored manually can now be explored with ML, 
such as identifying if a text is fiction or nonfiction, as done 
by Manger (2018) or, more commonly, categorising based 
on genre or publication dates (Ströbel et al.2018 and Kul-
karni et al. 2018). To improve the categorisation of fiction, 
it is necessary not only to reassess traditional categories like 
genre and publication date with machine learning but also 
to consider less traditional approaches for categorising fic-
tion, such as time period categorisation. Time is not a new 
phenomenon when organising literature in libraries, but 
only a small fraction of literature has been categorised in this 
way. 

The findings in this study have several implications for 
future research and practical applications. First, researchers 
and practitioners interested in analysing text data across dif-
ferent time periods may benefit from using LDA or TF-IDF 
as feature engineering techniques, as these techniques have 
consistently been performed across all time periods. Second, 

 

Figure 6. F1-score comparison between techniques for each time period category. 
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more experiments should be done to optimise WE SBERT 
for time period categorisation, i.e., to vary the number of in-
put sentences to get higher performance. It is important to 
note that this study had some limitations, including the 
small sample size and insufficient data to cover the Vasa pe-
riod. Future research could explore the performance of 
these techniques on more extensive or diverse datasets with 
more time periods, and investigate different pre-processing 
and categorisation algorithms. Moreover, this study ex-
plored one-to-one categorisation, meaning that one text 
could only belong to one time period, whereas future re-
search could explore multiple possible categories for each 
given text.  
 
7.0 Conclusion 
 
The aim of this study was to compare different feature en-
gineering techniques alongside preprocessing and classifica-
tion. Furthermore, the aim was to evaluate the models with 
F1 score, precision, and recall, determining the most accu-
rate approach for predicting time periods in Swedish histor-
ical fiction literature sourced from the Swedish Literature 
Bank. The evaluation utilised the metrics F1 score, preci-
sion, and recall. The categories for prediction included the 
Medieval Period, Era of Great Power, Age of Liberty, and 
Gustavian Period. During the preprocessing stage, it was ob-
served that Swedish text presented challenges compared to 
English, especially with stemming. Initially, all texts under-
went preprocessing, but it was noted that SBERT yielded 
unsatisfactory results with preprocessing. As a result, only 
LDA and TF-IDF were pre-processed. Preprocessing also 
presented challenges due to the use of the old Swedish lan-
guage, making it difficult to remove most of the stop words. 
In terms of feature engineering, quasi-experiments revealed 
varying performances among the techniques. Overall, the 
results suggest that TF-IDF and LDA are promising tech-
niques for categorising text data across different time peri-
ods. At the same time, WE with SBERT produced poor re-
sults for all three time periods. TF-IDF and LDA exhibited 
better performance, with F1 scores ranging between 0.74 
and 0.99 across the four time periods, showcasing their ef-
fectiveness in capturing temporal patterns within the text 
data. This indicates that TF-IDF and LDA accurately clas-
sified texts between 74 and 99 percent of the time. 

Conversely, WE SBERT yielded lower scores, generally 
falling below the threshold of 0.5 for all time periods, indi-
cating its limited suitability for time period categorisation in 
this context. In this study, only one classification algorithm, 
namely logistic regression, was utilised. Future research 
could explore the effectiveness of other classification algo-
rithms and assess whether they yield improved results, par-
ticularly concerning SBERT. 
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