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Abstract

Algorithmische Empfehlungssysteme prdgen, welche Nachrichten Menschen online konsu-
mieren, denn sie filtern, sortieren und personalisieren Inhalte nach bestimmten Regeln.
Meist sind Empfehlungssysteme auf kommerzielle Anforderungen optimiert und sollen
Interaktionen sowie Verweildauer der Nutzer:innen maximieren. Das Potenzial von Emp-
fehlungssystemen liegt jedoch nicht nur in der Anpassung an die personlichen Interessen
der Nutzer:innen, sondern auch darin, Homogenisierung zu verringern und zur Nutzungs-
vielfalt beizutragen. Solche vielfaltsorientierten Nachrichtenempfehlungssysteme konnen
die Rezipient:innen , anstupsen ", iibersehene und unbeachtete Themen oder gegensdtzliche
Meinungen zu rezipieren und auf diese Weise zur Informiertheit und Willensbildung bei-
tragen. Gerade dffentlich-rechtliche Medien sind gefragt, ihre Onlineangebote zu einem
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solchen gemeinwohlorientierten Gegenmodell zu kommerziellen Plattformen mit ihren
algorithmisch-personalisierten Empfehlungen weiterzuentwickeln.

Entscheidend fiir ihre Akzeptanz ist jedoch, ob vielfaltsorientierte Nachrichtenempfehlungs-
systeme aus Publikumssicht tiberhaupt nachgefragt sind. Bislang mangelt es an Studien,
die die Publikumseinstellungen zu verschiedenen Typen von Nachrichtenempfehlungssyste-
men untersuchen. Unklar ist auch, welche Faktoren das Bediirfnis nach vielfaltsorientier-
ten Empfehlungssystemen erkliren. Ausgehend von diesem Forschungsdesiderat wurde
eine quotierte Online-Befragung (n = 997) durchgefiihrt. Die Ergebnisse zeigen, dass
die Nutzungsgruppen algorithmisch-personalisierten Empfehlungen hohe Risiken zuschrei-
ben. Dementsprechend wiinschen sie sich vor allem vielfalts- und popularititsorientierte
Empfehlungssysteme im Nachrichtenbereich. Vertiefende Analysen zeigen, dass neben der
Affinitdt fiir Nachrichtenvielfalt u.a. eine positive Einstellung zu neuen Technologien und
ein hohes Nachrichteninteresse wichtige Voraussetzungen fiir das Bediirfnis nach vielfalts-
orientierten Empfehlungssystemen bilden. Darauf basierend werden Implikationen fiir of-
fentlich-rechtliche Medien abgeleitet.

I. Einfiihrung

Empfehlungssysteme gewinnen in der digitalen Welt zunehmend an Bedeutung, denn sie
filtern und sortieren algorithmisch aus einer uniiberschaubaren Menge an Informationen
diejenigen, die fiir den jeweiligen Nutzer als relevant erachtet werden. Sie beeinflussen
also, welche Inhalte tiberhaupt die Moglichkeit erhalten, auf Websites, in Timelines oder
Newsfeeds wahrgenommen, ausgewihlt und weiterverarbeitet zu werden. Géngige algo-
rithmische Empfehlungssysteme folgen dabei in der Regel kommerziellen Logiken. Sie
sind darauf optimiert, die Interaktionen und Verweildauer der Nutzer:innen zu maximieren
(Ada Lovelace Institute, 2022; Lazar, 2022; Schuster & Lazar, 2024) und letztere in
erster Linie als Konsument:innen zufriedenzustellen (Sevignani, 2022). Entscheidend fiir
die Auswahl und Gewichtung von Empfehlungssystemen sind dementsprechend die Popu-
laritdt von Inhalten, das personliche Netzwerk der Nutzer:innen sowie explizit geduBerte
und algorithmisch zugeordnete individuelle Nutzer:inneninteressen und -relevanz (Stark et
al., 2020). Dadurch konnen algorithmische Empfehlungssysteme menschliche Tendenzen
zur selbstbestitigenden, einseitigen Nachrichtennutzung verstidrken (Confirmation Bias),
Menschen langfristig in eher homogene Informationsumgebungen fiihren (Filterblasen) und
die Radikalisierung in Gruppen von Gleichgesinnten vorantreiben (Group Polarization)
(Gonzalez-Bailon et al., 2023; Jeng, 2024; Jirgens & Stark, 2022; Ludwig et al., 2023).
Auch das Bundesverfassungsgericht hat in seiner Rechtsprechung die Vielfalts-
gefdhrdungen von Plattformen mit kommerziellen Logiken anerkannt. So bestehe die Ge-
fahr, dass ,,— auch mit Hilfe von Algorithmen — Inhalte gezielt auf Interessen und Neigun-
gen der Nutzerinnen und Nutzer zugeschnitten werden, was wiederum zur Verstirkung
gleichgerichteter Meinungen fiihrt* (BVerfG, Urteil des Ersten Senats vom 18. Juli 2018 —
1 BvR 1675/16, Rn. 79). Eine derart eingeschrinkte Auseinandersetzung mit unterschiedli-
chen Themen, Akteuren und Sichtweisen hat weitreichende Folgen. Sie kann den demokra-
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tischen Diskurs, die politische Willensbildung (Helberger, 2011; van der Wurff, 2011) und
die gesellschaftliche Integration erheblich einschrénken (Schneiders et al., 2023; Sunstein,
2018).

Prinzipiell konnen Empfehlungssysteme allerdings auch eine vielfaltige Mediennutzung
anregen oder “nudgen”, ohne sie zu erzwingen — denn was die Nutzer:innen letztlich konsu-
mieren, bleibt ihnen selbst iiberlassen. So konnen algorithmische Empfehlungen einseitige
Nutzungsmuster aufbrechen, indem Empfehlungslogiken bewusst eingesetzt werden, um
Nutzungsvielfalt anzuregen. Damit bieten vielfaltsorientierte algorithmische Nachrichten-
empfehlungssysteme nicht nur die Chance, den Zugang zu vielfdltigen Themen, Akteuren,
Perspektiven und Quellen zu gewihrleisten (“exposure diversity”, Helberger, 2011), son-
dern auch, Risiken bestehender Plattformlogiken zu minimieren (Stark & Stegmann, 2021).
Der Vorteil dieser Systeme liegt also nicht nur in der Féhigkeit, Entscheidungen an die
unterschiedlichen Informationsbediirfnisse und Préiferenzen der Nutzer:innen anzupassen
(algorithmische Personalisierung), sondern auch darin, diese bewusst aufzubrechen und zu
erweitern.

Die Ausgestaltung der Empfehlungslogiken stellt fiir Plattformen und Medien daher
eine zentrale, auch normative Entscheidung dar (Helberger, 2019). Das gilt insbesondere
fiir 6ffentlich-rechtliche Nachrichtenwebsites und Mediatheken, da deren Gestaltung mit
besonderen Anforderungen und Grenzen verbunden ist. Hervorgehoben wird in diesem
Kontext insbesondere die demokratiestiitzende Aufgabe 6ffentlich-rechtlicher Medien, in
ihren Angeboten eine moglichst breite Themen- und Meinungsvielfalt ausgewogen darzu-
stellen (§ 26 Abs.2 MStV). Denn Demokratie setzt die freie und individuelle Meinungs-
bildung aller Biirger:innen voraus. Das heifit, es sollen moglichst viele unterschiedliche re-
levante Perspektiven zu gesamtgesellschaftlich relevanten Themen in den Meinungsbil-
dungsprozess einflieBen. Gerade offentlich-rechtliche Medien sind folglich gefragt, ihre
Mediatheken zu einem gemeinwohlorientierten Gegenmodell zu kommerziellen Plattfor-
men mit ihren algorithmisch-personalisierten Empfehlungslogiken weiterzuentwickeln
(CDMSI, 2023; Schmidt, 2024; van Drunen, 2021). Dabei wird von 6ffentlich-rechtlichen
Onlineangeboten sowohl Transparenz hinsichtlich der eingesetzten Selektions- und Priori-
sierungsmechanismen als auch deren Ubereinstimmung mit dem 6ffentlich-rechtlichen
Auftrag gefordert (Rhein et al., 2021, S. 48).

Die Entwicklung eines vielfaltsorientierten, wertebasierten Designs in offentlich-recht-
lichen Redaktionen ist jedoch eine groBle Herausforderung. So sind die rechtlichen
Rahmenbedingungen noch nicht klar definiert (Rhein, 2022), es miissen organisationsinter-
ne Standards entwickelt (Carillon, 2024) und technische Voraussetzungen (wie eine gewisse
Quantitdt und Qualitit von Metadaten) erfiillt werden (Ada Lovelace Institute, 2022),
dazu kommen Vorbehalte in den Redaktionen (Blassnig et al., 2024). Zudem stellt sich
bei der Umsetzung eine Reihe von ethischen Fragen, die vor allem die Transparenz und
Erkldrbarkeit solcher Anwendungen sowie die personliche Autonomie der Nutzer:innen
betreffen. Die digitale Architektur der Angebote und ihre Anreizstrukturen diirfen die
Entscheidungsfreiheit der Nutzer:innen keinesfalls einschrianken (Helberger et al., 2018).

So verwundert es nicht, dass im Unterhaltungs- und Bildungsbereich gemeinwohlorien-
tierte Empfehlungssysteme bei den offentlich-rechtlichen Rundfunkanstalten inzwischen
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weit verbreitet sind, im normativ besonders sensiblen Nachrichtenbereich jedoch kaum
(Hildén, 2022). Beispielsweise stellt die ZDFmediathek bereits ein vielfach personalisiertes
automatisiertes Angebot dar, das neben redaktionellen auch viele algorithmische Empfeh-
lungen enthilt (Amlung, 2019). Die Gestaltungsoptionen zielen in erster Linie auf quantita-
tive Metriken, ndmlich die Optimierung des Sehvolumens ab, nehmen aber auch Vielfalt
in den Blick. So sollen neue, bislang nicht genutzte und aus verschiedenen Rubriken
stammende Inhalte einem breiten Publikum zugénglich gemacht werden (https://algorithm
en.zdf.de/). Was algorithmische Empfehlungen von Nachrichtenbeitrdgen betrifft, zeigen
sich das ZDF und andere 6ffentlich-rechtliche Medien jedoch noch zuriickhaltend.

Vermutlich ist die Zuriickhaltung auch darin begriindet, dass weitgehend unklar ist, wie
Rezipient:innen im Allgemeinen und die Nutzer:innen 6ffentlich-rechtlicher Angebote im
Speziellen zu vielfaltsorientierten Empfehlungssystemen stehen und ob diese auf Akzep-
tanz stoflen (Shin & Zhou, 2024). Hier steht die Befiirchtung im Raum, dass auf Public Va-
lue abzielende Nachrichtenempfehlungssysteme publikumsseitig auf Missfallen oder, weil
sie als bevormundend wahrgenommen werden, gar auf Reaktanz stof3en. Tatsdchlich beur-
teilen Rezipient:innen den Nutzen von Nachrichtenempfehlungssystemen, im Gegensatz zu
populdren Unterhaltungsangeboten wie Spotify oder Netflix, eher skeptisch. Dies zeigen
Studien aus anderen européischen Léndern (u.a. Joris et al., 2021; Monzer et al., 2020). Im
deutschsprachigen Raum gibt es allerdings kaum Untersuchungen, die systematisch mogli-
che Einflussfaktoren fiir die Akzeptanz vielfaltsorientierter Nachrichtenempfehlungssyste-
me erforschen. Es gibt demnach einen Bedarf an Studien, die die individuellen Praferenzen
von Nutzer:innen 6ffentlich-rechtlicher Nachrichtenangebote in Bezug auf zentrale Quali-
tatsdimensionen fiir den Output von Empfehlungssystemen untersuchen. Dabei liegt nahe,
dass offentlich-rechtliche Angebote bei allen gemeinwohlorientierten Absichten und nor-
mativen Richtlinien letztlich auch auf die Akzeptanz der Nutzer:innen angewiesen sind. In-
sofern gilt, dass ,,public service media organisations should not widely adopt recommenda-
tion systems without evidence that they are either wanted or needed by the public* (Ada
Lovelace Institute, 2022, S. 7).

Ausgehend von diesen Uberlegungen untersucht die vorliegende Studie die Einstel-
lungen von (Nicht-)Nutzer:innen 6ffentlich-rechtlicher Medien zu verschiedenen algorith-
mischen Empfehlungssystemen im Nachrichtenbereich. Konkret werden auf Basis einer
Online-Befragung (n = 997 Personen) unterschiedliche Erwartungshaltungen und zentrale
Einflussfaktoren fiir die Akzeptanz verschiedener Empfehlungssysteme untersucht. Unser
Beitrag gliedert sich wie folgt: Nach einer Vorstellung von Empfehlungssystemen und
deren géngigen Zielen und Mechanismen werden vielfaltsorientierte Nachrichtenempfeh-
lungssysteme beleuchtet. Vor diesem Hintergrund werden die Risiken und Chancen algo-
rithmischer Empfehlungssysteme diskutiert. AnschlieBend werden die Ergebnisse unserer
Online-Befragung vorgestellt. In der Studie werden zum einen verschiedene Nutzungs-
gruppen miteinander verglichen, um zu tiberpriifen, inwieweit unterschiedliche Erwartungs-
haltungen durch bestimmte Nutzungsmuster (Intensivnutzer:innen versus Nichtnutzer:innen
offentlich-rechtlicher Nachrichtenangebote) geprigt sind. Zum anderen werden zentrale
Einflussfaktoren fiir die generelle Bewertung von Empfehlungssystemen und die Priaferenz
fiir vielfaltsorientierte Empfehlungsmechanismen untersucht. Heraus stellt sich, dass neben
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der Wahrnehmung bestimmter Risiken algorithmisch-personalisierter Empfehlungen auch
generelle Einstellungen zu Nachrichten und Technologien die Akzeptanz vielfaltsorientier-
ter Empfehlungsmechanismen beeinflussen. Auf diese Weise konnen Riickschliisse auf das
Potenzial vielfaltsorientierter Empfehlungssysteme gezogen und Handlungsempfehlungen
fiir 6ffentlich-rechtliche Nachrichtenanbieter:innen abgeleitet werden.

II. Algorithmische Empfehlungssysteme
1. Ziele und Arten von Nachrichtenempfehlungssystemen

Nachrichtenempfehlungssysteme (News Recommender Systems, NRS) sind ,,algorithmic
solutions that filter, suggest, and prioritize content based on previous or similar users’
behavior, explicitly stated user preferences, popularity metrics, and other content-specific
features (Mitova et al. 2023b, S. 84; vgl. auch Jirgens & Stark, 2017). Empfehlungs-
systeme analysieren also die Verhaltensmuster der Nutzer:innen — zum Beispiel welche
Art von Artikeln sie lesen, welchen Seiten sie folgen, wie viel Zeit sie fiir die Rezeption
bestimmter Inhalte aufwenden oder wie oft sie einen Artikel weiterleiten — und nutzen
solche explizit oder implizit hinterlassenen Daten, um vorherzusagen, welche anderen
Artikel die Nutzer:innen interessant finden konnten. Diese Fahigkeit zur personalisierten
Vorhersage macht NRS in “high-choice media environments” (Strombéck et al., 2022)
besonders wertvoll. Den Nutzer:innen helfen Empfehlungssysteme, effizient durch eine
Fiille an Inhalten zu navigieren, und die Nachrichtenanbieter unterstiitzen sie dabei, ihr
Angebot optimal auszuspielen (Karimi et al., 2018). Dementsprechend sind Empfehlungs-
systeme heute nicht nur Charakteristikum von Social-Media-Plattformen, Suchmaschinen
und Nachrichtenaggregatoren, sondern auch ein wesentlicher Bestandteil der digitalen
Strategie vieler Nachrichtenorganisationen. Dabei dienen sie einer Vielzahl von Zielen
(Moller, 2022; Raza & Ding, 2022). NRS werden in Nachrichtenredaktionen nicht nur
eingesetzt, um die (vermuteten) Bediirfnisse der Nutzer:innen zu befriedigen, sondern
auch, um die Sichtbarkeit der gesamten Palette an redaktionellen Inhalten zu erhdhen.
Durch das Aufzeigen von Artikeln, die den Interessen der Nutzer:innen oder populdren
Trends entsprechen, konnen Nachrichtenempfehlungssysteme Nutzer:inneninteraktionen,
Kund:innenenzufriedenheit und letztlich Loyalitdt und Abonnements steigern (Blassnig et
al., 2024; Mitova et al., 2023a). Technisch implementiert werden Empfehlungssysteme
in verschiedenen Bereichen der Website, Mediathek oder App eines Nachrichtenangebots
— bspw. an prominenter Stelle oben auf der Startseite, unterhalb einzelner, aufgerufener
Beitrdge oder nach dem Abspielen von Videos, in eigenen ausschlieBlich algorithmisch
kuratierten Sektionen oder auf den Profilseiten der Nutzer:innen (vgl. bspw. Kadar, 2022;
ZDF, 2023).

Nachrichtenempfehlungssysteme lassen sich in verschiedene Typen einteilen, die je-
weils unterschiedliche Mechanismen fiir die Vermittlung von Inhalten an die Nutzer:innen
aufweisen. Nachrichtenorganisationen setzen vor allem drei Arten von NRS ein: 1) kollabo-
ratives Filtern, 2) inhaltlich-dhnliche und 3) popularititsbasierte Empfehlungen. Kollabo-
rative bzw. soziale Filtertechniken nutzen Daten von Bekannten aus dem personlichen
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Netzwerk der User:innen oder von Nutzer:innen mit dhnlichen Profilen, um aus deren
Interessen und Verhaltensweisen Empfehlungen abzuleiten (Bozdag, 2013; Webster, 2010).
Dahinter steht die Annahme, dass Nutzer:innen das mogen, was ihre Freund:innen mégen
(Stark et al., 2020). Inhaltlich-&hnliche Empfehlungen dhneln Beitrdgen, mit denen der
Nutzer zuvor interagiert hat (Mdller et al., 2018). Das hinter inhaltlich-dhnlichen und
kollaborativen Empfehlungen stehende Kalkiil ist, dass die Empfehlungen den Interessen
und Neigungen der Nutzer:innen entsprechen (Joris et al., 2021). Dem liegt wiederum die
Annahme zugrunde, dass Menschen eher Inhalte auswéhlen und lénger rezipieren, die ihre
Einstellungen und Uberzeugungen bestitigen. Einstellungsdissonante Inhalte hingegen erle-
ben Menschen als unangenehm, weshalb sie solche weniger ansteuern (Festinger, 2001).
Popularititsbasierte Empfehlungen heben die am héufigsten konsumierten Inhalte eines
Angebots hervor. Sie beinhalten also Beitridge, die ein hohes Maf} an Nutzerinteresse oder
Attraktivitit erreicht haben. Dabei konnen Empfehlungsmechanismen auch hybrider Natur
sein und mehrere Mechanismen kombinieren (Karimi et al., 2018). So werden inhaltlich-
dhnliche und kollaborative Empfehlungen oft mit algorithmisch-personalisierten Empfeh-
lungssystemen gleichgesetzt (u.a. Sehl & Eder, 2023; Stark et al., 2020). Diesem auf die
Ahnlichkeit von Nutzer:innenpriferenzen und algorithmischen Empfehlungen abstellenden
Verstandnis von algorithmischer Personalisierung schlieit sich der vorliegende Beitrag
an. Abbildung 1 gibt einen Uberblick iiber die verschiedenen Arten von algorithmischen
Empfehlungssystemen:

Abbildung 1: Arten algorithmischer Empfehlungssysteme’

I Algorithmische Empfehlungssysteme

Kollaborative Inhaltlich-ghnliche Populire Vielfaltsorientierte
Empfehlungen Empfehlungen Empfehlungen Empfehlungen

Algorithmische Personalisierung

2. Risiken von Nachrichtenempfehlungssystemen

Nachrichtenempfehlungssysteme kdnnen zur Relevanz und Attraktivitiat der Angebote bei-
tragen, sind allerdings auch mit einer Reihe von Risiken verbunden. So kénnen populari-
tatsbasierte Nachrichtenempfehlungssysteme zu einer sogenannten Popularititsverzerrung
fiihren (Bucher, 2012; Elahi et al., 2022; Webster, 2014). In diesem Fall verstirken Algo-
rithmen die Sichtbarkeit von Themen, Akteuren oder Standpunkten, die in bestimmten
Communitys oder Offentlichkeiten bereits dominieren. Auf diese Weise kénnen sie andere
Ideen und Meinungen verdriangen und den Zugang der Nutzer:innen zu unterschiedlichen
Standpunkten einschrinken. Kollaboratives Filtern wiederum kann zur Verstirkung beste-
hender Priferenzen und zur ideologischen Segregation beitragen, da sich Nutzer:innen oft

1 Es handelt sich um eine vereinfachende analytische Unterscheidung der verschiedenen algorithmi-

schen Empfehlungssysteme. Auch vielfaltsorientierte Empfehlungssysteme konnen personalisiert
sein, wenn sie die Nutzungshistorie und das Netzwerk der Nutzer:innen einbeziehen.
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auf der Grundlage gemeinsamer Interessen gruppieren (,,Homophilie*; McPherson et al.,
2001). Dies liegt an der bereits erwdhnten menschlichen Tendenz, kognitive Dissonanz zu
vermeiden und Netzwerke mit Gleichgesinnten zu bilden. In solchen Gruppen werden eher
Inhalte geteilt und gepostet, die etablierte Standpunkte bestitigen, statt sie zu hinterfragen
(Gonzalez-Bailon et al., 2023; Wojcieszak et al.,, 2021). Dies gilt insbesondere fiir die
politischen Randbereiche des gesellschaftlichen Mainstreams (u.a. Bright, 2018; Guess,
2021).

Vergleichbar in ihren Ergebnissen, aber unterschiedlich in ihrem Mechanismus (Stark
et al., 2021), laufen kollaborative und inhaltlich-dhnliche Empfehlungen Gefahr, den Blick
der Nutzer:innen zu verengen, indem sie vorherige Nutzungsmuster und (vermeintliche)
Priferenzen verstirken (Moller et al., 2018; Stark et al., 2020). Diese Nutzungsmuster
fithren in vielen Situationen zu Auswahlentscheidungen, die aus normativer Sicht nicht
optimal sind und zu denen Menschen mitunter nicht kommen wiirden, hétten sie mehr
Motivation und Fachwissen. Im Alltag hingegen suchen Menschen tendenziell nach Infor-
mationen, die ihre vorherige Meinung iiber ein Thema bestétigen (Cinelli et al., 2020;
Garrett, 2009; Knobloch-Westerwick & Meng, 2009; Stroud, 2011). Infolgedessen neigen
sie insbesondere in “high-choice media environments”, die jeden Geschmack bedienen, zu
einem einseitigen Nachrichtenkonsum (Strombéck et al., 2022; Van Aelst et al., 2017). Vor
allem in als ungewiss und unsicher erlebten Zeiten kann davon ausgegangen werden, dass
Menschen nach Inhalten streben, die sie bestéitigen (Klebba & Winter, 2024).

3. Chancen von Nachrichtenempfehlungssystemen: Nudging von Vielfalt

Nachrichtenempfehlungssysteme miissen allerdings nicht zwangsldufig zu einer Verengung
der rezipierten Vielfalt an Themen und Meinungen fithren. Eine wichtige Stellschraube
ist die Zielsetzung, fiir welche NRS optimiert sind (Knudsen, 2023; Ludwig et al., 2023;
Mattis et al., 2024). Sogenannte verantwortungsvolle Nachrichtenempfehlungssysteme brin-
gen eine ethische Dimension in die algorithmische Gestaltung ein (Helberger et al., 2022;
Mahnke & Karlin, 2023). Die zugrundeliegende Annahme ist, dass inhaltliche Vielfalt
das Publikum in die Lage versetzt, informiertere Entscheidungen zu treffen (Hendrickx
et al.,, 2022; Kim & Kwak, 2017; Napoli, 1999). Zudem soll inhaltliche Vielfalt dazu
beitragen, die Bildung von Echokammern und ideologischer Segregation zu verringern
und einen erkenntnisoffenen Diskurs fordern. Nicht zuletzt haben vielfiltigere Empfehlun-
gen das Potenzial, einer auf mangelnde thematische oder argumentative Vielfalt zurlickzu-
fiihrende Nachrichtenermiidung und Verdrossenheit der Rezipient:innen entgegenzuwirken
(Kuhlmann et al., 2014). Dementsprechend schlagen verantwortungsvolle Empfehlungssys-
teme den Nutzer:innen (individuell oder iiber alle Nutzer:innen hinweg) iibersehene und
unbeachtete Themen, Akteure oder gegenteilige Meinungen vor (Elahi et al., 2022). Vor
allem mit Blick auf Rezipient:innen, die sich stark einseitig informieren oder Nachrichten
vermeiden und die als ,,depriviert” oder vom &ffentlichen Diskurs abgekoppelt bezeichnet
werden konnen (Eisenegger & Vogler, 2022), wird diskutiert, inwiefern diese zu einem
vielféltigeren Nachrichtenkonsum ,,angestupst werden konnen oder sollten (Vermeulen,
2022).
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Solche Mechanismen konnen als Nudges betrachtet werden (Jeng, 2024). Nudging ist
eine libertdr-paternalistische Methode zur intentionalen Beeinflussung menschlichen Ver-
haltens auf vorhersehbare Weise, ,,ohne irgendwelche Optionen auszuschlieen oder wirt-
schaftliche Anreize stark zu verdndern® (Thaler & Sunstein, 2009). Dazu werden Entschei-
dungsarchitekturen eingesetzt, deren Design sich das alltagsrationale, also meist heuristi-
sche, automatische und instinktive Entscheidungsverhalten von Menschen zunutze macht
(Kahneman, 2012; vgl. Brosius, 1995, in Bezug auf Nachrichtennutzung). Ein Beispiel da-
fiir sind Default-Nudges. Menschen neigen in vielen Kontexten dazu, die voreingestellte
Option beizubehalten, da sie entweder die Mithe der Entscheidung vermeiden wollen oder
davon ausgehen, dass der Default die ,richtige” oder ,,empfohlene” Option darstellt.
Default-Nudges begiinstigen auf diese Weise bestimmte, gemeinwohlorientierte Optionen,
ohne die Wahlfreiheit der Biirger:innen zu beschneiden. So sind beispielsweise die Spen-
denquoten in Léndern mit einer Widerspruchslosung (Standard ist die Zustimmung zur Or-
ganspende) in der Regel deutlich hoher als in Landern mit einer Opt-in-Regelung (Thaler &
Sunstein, 2009, S. 244-246). Allerdings miissen Nudges transparent gestaltet und ohne gro-
Ben Aufwand zu umgehen sein. Andernfalls stellen sie eine Wahl- oder Verhaltensmanipu-
lation dar, die unter den Nutzer:innen eine Abwehrhaltung auslésen kann (Hansen &
Jespersen, 2013).

Die Datenethikkommission hat bereits 2019 gefordert, dass Medienintermedidre ver-
pflichtet werden sollten, algorithmische Systeme einzusetzen, ,,die zumindest als zusétz-
liches Angebot auch einen Zugriff auf eine tendenzfreie, ausgewogene und die plurale Mei-
nungsvielfalt abbildende Zusammenstellung von Beitrdgen und Informationen verschaffen®
(Datenethikkommission, 2019, S.209). Fir Medienhduser, insbesondere fiir 6ffentlich-
rechtliche, stellt sich somit die Frage, ,,wie das technische Potential von Algorithmen und
kiinstlicher Intelligenz genutzt werden kann, ohne demokratische Werte zu schwichen®
(Mahnke & Karlin, 2023, S. 50). Ziel solcher ethisch designten Empfehlungssysteme ist es
dementsprechend, eine Entkoppelung oder, in den Worten von /mhof, eine ,,Abschichtung®
wenig an Nachrichten interessierter Biirger:innen vom Nachrichtenangebot (Imhof, 2006,
S.207; vgl. auch Jandura & Maihoff, 2024) zu verhindern, stark einseitige Nutzungsmuster
aufzubrechen und zu einem vielféltigen 6ffentlichen Forum beizutragen (Helberger, 2019).

Inzwischen werden auf Vielfalt optimierte ,,Anti-Bubble-Algorithmen® bereits in Re-
daktionen eingesetzt. Um die Nutzungsvielfalt wirksam zu fordern, stiitzen sich Nachrich-
tenempfehlungssysteme auf zwei Hauptstrategien, die beide der natiirlichen Tendenz zur
selektiv-einstellungshomogenen Nachrichtennutzung entgegenwirken und die Nutzer:innen
auf subtile Weise zu bestimmten Inhalten lenken (Vermeulen, 2022). Der erste Ansatz
besteht in der Neuanordnung von Inhalten, wobei Artikel, die gegenteilige oder unterrepré-
sentierte Standpunkte vertreten, im Feed eines Nutzers stirker hervorgehoben und leichter
zuginglich gemacht werden (Jesse & Jannach, 2021; Mattis et al.,, 2024). Die zweite
Strategie zielt nicht auf die Position, sondern auf die Prdsentation von Nachrichten ab:
Prisentationsbasierte Nudges beeinflussen die Auswahl, indem sie bestimmte Empfehlun-
gen hervorheben, zum Beispiel durch farbliche Absetzung oder durch Pop-ups, die auf
kontrastierende Perspektiven verweisen (Knudsen, 2023; Mattis et al., 2024).
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Dariiber hinaus sind personalisierte Vielfalts-Nudges denkbar. Zum Beispiel konnten
Empfehlungen individuell auf das bisherige Nutzungsverhalten oder die Préferenzen der
Nutzer:innen zugeschnitten werden (Mattis et al., 2024; vgl. auch Morozovaite, 2023).
So konnten gezielte Empfehlungen zu Inhalten ausgesprochen werden, von denen ein/e
Nutzer:in noch gar nicht wei}, dass sie fiir ein Thema relevant sind, fir das er oder
sie sich interessiert (Joris et al., 2021; Vermeulen, 2022). In der redaktionellen Praxis
stellt sich die Implementierung solcher NRS als Entscheidung einer Abwagung zwischen
aktiver Vielfaltsforderung, Verteidigung klassischer journalistischer Normen und erwarteter
Publikumsakzeptanz dar (Bastian et al., 2021).

4. Publikumswahrnehmungen von Empfehlungssystemen

Entscheidend fiir die Wirksamkeit von vielfaltsorientierten Empfehlungssystemen sind
letztlich die Wahrnehmungen und Einstellungen der Nutzer:innen. In anderen Worten,
,-many of the desirable and undesirable outcomes depend not on whether diverse results are
present but instead on viewers’ reactions to that diversity” (Munson & Resnick, 2010,
S. 1459). Die Forschungsbefunde zum Publikumsbild von algorithmischen Empfehlungen
sind allerdings gemischt. Das ist unter anderem darauf zuriickzufiihren, dass die einzelnen
Studien nur eingeschrinkt miteinander vergleichbar sind.

Bewertung und Wissen

Dem aktuellen Digital News Report zufolge erachten 27 Prozent der erwachsenen Internet-
nutzenden in Deutschland die algorithmische Auswahl von Beitridgen auf Basis ihrer frither
abgerufenen Informationen als guten Weg, Nachrichten zu erhalten (vgl. auch Overdiek &
Petersen, 2022, S. 21). Der Anteil derjenigen, die die klassische Auswahl von Nachrichten
durch journalistische Akteure gutheifen, ist nur geringfiigig hoher. Der iiberwiegende Teil
der Befragten steht algorithmischen und journalistischen Auswahlmoglichkeiten unentschie-
den gegeniiber (Behre et al., 2023, S. 52-53) — obwohl sich fast zwei Drittel der Menschen in
Deutschland bewusst sind, dass bei der Auswahl von Nachrichten im Internet Algorithmen
eine Rolle spielen konnen (Overdiek & Petersen, 2022). Die gleichgiiltige bis skeptische
Haltung ist vermutlich auch auf das teils nur rudimentér vorhandene Laienwissen und teils
falsche Annahmen iiber algorithmische Funktionsweisen, Voraussetzungen sowie Chancen
und Risiken zuriickzufithren (Dogruel, 2021; Festic, 2022; Martens et al., 2023; Monzer et
al., 2020; Zarouali et al., 2021). Weit verbreitete Missverstindnisse bestehen beispielsweise
dahingehend, dass Algorithmen als unabhéngig von menschlichem Einfluss oder als neutral
und objektiv arbeitend verstanden werden (Araujo et al., 2020; Thurman et al., 2019; van der
Velden & Loecherbach, 2021; Zarouali et al., 2021). Zudem werden Algorithmen teils als
komplex und schwer zuginglich empfunden (Ytre-Arne & Moe, 2021). Das kann eine
Meinungsbildung zu Algorithmen erschweren. Nicht zuletzt sind Algorithmen oft ein
selbstverstindlicher, wenig hinterfragter Bestandteil des Alltags (Overdiek & Petersen, 2022;
Zarouali et al., 2021). Meist werden sich Nutzer:innen algorithmischer Empfehlungen in
Situationen bewusst, in denen sie mit personalisierten Inhalten konfrontiert wurden, die sie
auf ihr eigenes Online-Verhalten zuriickfiihren (Dogruel et al., 2022).
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Wahrgenommene Risiken

Dariiber hinaus teilen viele Menschen die Sorge vor Manipulation, dem Verlust einer ge-
meinsamen Offentlichkeit und der Bedrohung des Datenschutzes, ihrer Autonomie sowie
der Relevanz und Vielfalt der Empfehlungen (Bodo et al., 2019; Joris et al., 2021; Monzer
et al., 2020). Dem Digital News Report zufolge duflern fast 40 Prozent der erwachsenen
Online-Nutzer:innen in Deutschland die Sorge, aufgrund stdrker personalisierter Nachrich-
ten andere wichtige Informationen zu verpassen. Ein dhnliches Bild zeigt sich bei der Be-
fiirchtung, wegen stérker personalisierten Nachrichten moglicherweise gegensitzliche Mei-
nungen zu verpassen (Behre et al., 2023, S. 54-55). Besonders ausgeprégt ist die Risiko-
wahrnehmung in Bezug auf personalisierte Empfehlungen unter den Nutzer:innen von 6f-
fentlich-rechtlichen Medien in Deutschland (Sehl & Eder, 2023). Sie befiirchten eher als
Nichtnutzer:innen, bestimmte Themen oder Standpunkte zu verpassen (oder gar in Filter-
blasen zu geraten; vgl. Resendez et al., 2024). Dementsprechend legen sie mehr Wert auf
eine gemeinsame Offentlichkeit und bevorzugen eine Nachrichtenauswahl, die hauptsich-
lich von professionellen Nachrichtenredakteur:innen getroffen wird (Sehl & Eder, 2023).

Affinitdt fiir Nachrichtenvielfalt

Kongruent dazu stiitzt eine breite Basis an (teils experimentellen) Befragungen den Befund,
dass Individuen die Vielfalt in Nachrichten mehrheitlich schdtzen und wiinschen, sie also
eine gewisse Affinitdt fiir Nachrichtenvielfalt haben (Bodo et al., 2019; Costera Meijer,
2007, 2013; Galan et al., 2019; Joris et al., 2021; Kalogeropoulos, 2019; Kim & Pasek,
2020; Robertson, 2021; Shin & Zhou, 2024; Zerback & Schneiders, 2024). Vielfalt ermog-
licht Menschen, ihre Standpunkte abzugleichen und zu schérfen, weswegen sie von den ei-
genen Uberzeugungen abweichende Meinungen durchaus als niitzlich empfinden (Chen et
al., 2022; Knobloch-Westerwick, 2008). Bodé und Kolleg:innen (2019) kommen auf der
Grundlage ihrer reprisentativen Umfrage in den Niederlanden sogar zu dem Schluss, dass
die Befragten ,,value personalization more if they expect that personalizers will deliver
them more diverse news™ (2019, S.213). Rezipient:innen wertschitzen nicht nur unter-
schiedliche Sichtweisen, sondern — das zeigen Feldexperimente — folgen automatisierten,
auf Vielfalt ausgerichteten Empfehlungen weitgehend. So haben Heitz und Kolleg:innen
(2022) fiir ihre experimentelle Studie eigens eine Nachrichten-Aggregator-App entwickelt,
um verschiedene Arten von Empfehlungssystemen (chronologische Sortierung,
einstellungsorientierte und vielfdltige Empfehlungen) und deren Auswirkungen auf den
Nachrichtenkonsum zu untersuchen. Die Ergebnisse zeigen zum einen, dass die Nutzer:in-
nen weitgehend von den automatischen Empfehlungen Gebrauch machen. Das heifit, ihr
Nachrichtenkonsum wird vielfiltiger, wenn sie vielfdltige Empfehlungen erhalten (vgl.
auch Joris et al., 2024; Knudsen, 2023). Zum anderen stufen die Befragten vielfaltsorien-
tiert empfohlene Nachrichten als ungefdhr genauso niitzlich ein wie Nachrichten, deren
Empfehlung auf ihre personlichen politischen Ansichten zugeschnitten war. Dieses Ergeb-
nis ist vermutlich unter anderem dadurch zu erkldren, dass abweichende Meinungen Men-
schen herausfordern, ihre eigenen Uberzeugungen zu hinterfragen und Argumente kritisch
zu priifen, wodurch sie fundiertere Entscheidungen treffen kdnnen. Die Nachrichtennut-
zungspréferenzen von Rezipient:innen auf personliche Relevanz zu reduzieren, ist also zu
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einfach gedacht. Vielmehr sehen Menschen inhaltliche Vielfalt als ein wichtiges und wiin-
schenswertes Qualitéitskriterium an — auch wenn sie Vielfalt nicht unbedingt an erste Stelle
setzen.

Vor diesem Hintergrund erscheint die Implementierung von vielfaltsorientierten NRS
als ein vielversprechender Weg, den Nachrichtenmedien einschlagen sollten (Helberger,
2011). In anderen Worten: Vielfaltsorientierte Nachrichtenempfehlungssysteme sollten die
Nutzer:innen in ihrer Rolle als Biirger:innen dazu ermutigen, ihrem Bediirfnis nach Vielfalt
nachzukommen. Allerdings ist auch klar, dass die Unterstiitzung fiir Meinungsvielfalt nicht
grenzenlos ist. So zeigen Joris und Kolleg:innen (2021) in ihrer Studie zur Publikumswahr-
nehmung von Nachrichtenempfehlungssystemen, dass Nutzer:innen inhaltliche Ahnlichkeit
inhaltlicher Vielfalt vorziehen (vgl. auch Winter et al., 2016), wobei letztere als gezielte
Konfrontation mit kontrastierenden Themen, Akteuren und Perspektiven verstanden wird.
Andere Studien deuten darauf hin, dass Menschen manchmal voreingenommene Informa-
tionen, die mit ihren Einstellungen libereinstimmen, als ausgewogener und glaubwiirdiger
bewerten als neutrale Artikel (Kelly, 2019). Eine Erklarung dafiir ist die bereits erwédhnte
menschliche Tendenz zur Vermeidung kognitiv dissonanter Informationen.

Relevante personenbezogene Dispositionen

Auf individueller Ebene konnen verschiedene Merkmale erkldren, wie Nutzende algorith-
mische Empfehlungsmechanismen bewerten. So héngt die Einschitzung von Nachrichten-
empfehlungssystemen von soziodemografischen Merkmalen und allgemeinen Einstellun-
gen zu Medien und Nachrichten ab (Mitova et al., 2023b). Obwohl vorhandene Studien zei-
gen, dass ein breites Spektrum relevant ist, konzentrieren sich die meisten Untersuchungen
auf traditionelle Merkmale der Nachrichtennutzung und klammern beispielsweise Einfluss-
grofen, die sich auf die Wahrnehmung von Technologien beziehen, aus (Joris et al., 2021).
Dabei liegt ein positiver Zusammenhang zwischen Technologieoptimismus und Offenheit
fiir algorithmische Empfehlungssysteme nahe, da technologieoptimistische Menschen neu-
en Technologien (darunter Empfehlungssysteme) Vorteile wie mehr Kontrolle, Flexibilitét
und Effizienz zuschreiben (Parasuraman & Colby, 2015). Die Ausweitung und Hybridisie-
rung des Nachrichtenangebots kann allerdings auch ein ,,dilemma of knowing what to
choose* (Webster, 2014, S. 36; vgl. auch Panek, 2016) hervorrufen, was zu einer subjekti-
ven Nachrichteniiberlastung des Publikums beitrdgt. Da eine sorgfiltige Auswahlentschei-
dung als nahezu unmdoglich wahrgenommen wird (Erkel & van Aelst, 2020; Holton & Chyi,
2012; Schmitt et al., 2018), delegieren Individuen diese Aufgabe unter anderem an Algo-
rithmen (Edgerly, 2017; Pentina & Tarafdar, 2014). Das bedeutet, dass die wahrgenommene
Informationsiiberlastung durchaus einen Einfluss auf die Akzeptanz von vielfaltsorientier-
ten Empfehlungssystemen haben kann. Dariiber hinaus ist zu erwarten, dass Personen, die
ein hohes Vertrauen in etablierte Informationsmedien haben, auch offener fiir vielfaltsorien-
tierte Empfehlungen von Nachrichtenmedien sind — zumal Vertrauen generell eine wichtige
Voraussetzung fiir die Akzeptanz von Online-Diensten bildet (Wu et al., 2011). Konkret ist
denkbar, dass Menschen mit hoherem Medienvertrauen davon iiberzeugt sind, dass Nach-
richtenmedien Empfehlungssysteme im besten Interesse ihrer Nutzer:innen und zum Wohl
einer héheren Informiertheit entwickeln. Einen positiven Zusammenhang zwischen Nach-
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richteninteresse und der Zufriedenheit mit algorithmischen NRS haben bereits Wieland und
Kolleg:innen (2021) nachgewiesen. Zudem sind Menschen mit hoherem Nachrichteninter-
esse auch offener fiir unterschiedliche Themen und Perspektiven (van der Wurff, 2011). Es
ist daher naheliegend, dass das Nachrichteninteresse auch fiir die Bewertung vielfaltsorien-
tierter Nachrichtenempfehlungssysteme relevant ist. In Anlehnung an frithere Studien (Joris
et al., 2021; Wieland et al., 2021) wurde deshalb in unserer Studie das Spektrum individuel-
ler Einflussfaktoren ergénzt.

Zwischenfazit und Forschungsfragen

Festhalten ldsst sich, dass das Potenzial vielfaltsorientierter Nachrichtenempfehlungssys-
teme mafgeblich von den Nutzer:innenwahrnehmungen abhédngt. Die Nutzer:innenwahr-
nehmungen sind dabei recht ambivalent: Obwohl viele Menschen algorithmische Emp-
fehlungen als relevant und neutral einschitzen, bestehen zugleich Bedenken hinsichtlich
Manipulation und Informationsverzerrung. Eine Implementierung vielfaltsorientierter Emp-
fehlungssysteme erscheint aus redaktioneller Perspektive nichtsdestotrotz vielversprechend,
denn im Allgemeinen stoB3t Vielfalt in den Nachrichten auf Zuspruch. Als fiir die Akzep-
tanz von Empfehlungssystemen relevante Faktoren hat die Forschung bislang das Nach-
richteninteresse, die wahrgenommene Nachrichteniiberlastung, Technologieoptimismus und
Medienvertrauen herausgestellt. Wie die Nutzer:innen 6ffentlich-rechtlicher Nachrichten-
angebote zu vielfaltsorientierten Nachrichtenempfehlungssystemen stehen, wurde bislang
allerding noch nicht untersucht. Dabei ist die Akzeptanz fiir den Erfolg solcher mit dem
Vielfaltsgebot begriindeten Systeme entscheidend. Denkbar ist, dass Nutzer:innen aufgrund
ihrer ausgepréigteren Sorgen mit Blick auf algorithmisch-personalisierende NRS auch viel-
faltsorientierte Empfehlungssysteme stiarker ablehnen.

Zunidchst stellt sich daher grundsitzlich die Frage, welche Affinitit Menschen zu
Vielfalt in Nachrichten haben, welche Risiken sie mit algorithmisch-personalisierenden
Empfehlungssystemen verbinden und wie sie zu vielfaltsorientierten Empfehlungssystemen
als gemeinwohlorientierter Alternative stehen (FF1). Um die durch bestimmte Nutzungs-
muster gepragten Erwartungen und das Potenzial vielfaltsorientierter Empfehlungssysteme
fiir 6ffentlich-rechtliche Nachrichtenanbieter besser abschitzen zu konnen, soll zwischen
verschiedenen Nutzungsgruppen (Nicht-, Gelegenheits- und Intensivnutzer:innen o6ffent-
lich-rechtlicher Nachrichtenangebote) differenziert werden. Die Beschreibung der Einstel-
lungen allein reicht jedoch nicht aus, um das Phdnomen zu erkldren. Um Handlungsimpli-
kationen ableiten zu konnen, ist fiir die an das Vielfaltsgebot gebundenen &ffentlich-rechtli-
chen Medien die Frage relevant, welche zentralen Faktoren das Bediirfnis der Nutzer:innen
nach vielfaltsorientierten Empfehlungssystemen erkldren (FF2). Antworten auf diese Fra-
gen konnen die Entscheidungsfindung hinsichtlich des Einsatzes und der Ausgestaltung
vielfaltsorientierter Empfehlungssysteme unterstiitzen.
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III. Methodik

1. Sample

Um unsere Forschungsfragen zu beantworten, wurde im Januar und Februar 2023 eine
Online-Befragung durchgefiihrt. Die 997 Teilnehmer:innen wurden iiber ein kommerzielles
Online-Access-Panel (Bilendi) rekrutiert. Dabei wurden Kreuzquoten verwendet, um ein
hinsichtlich der Variablen Alter, Geschlecht und Bildung strukturgleiches Abbild der inter-
netnutzenden Bevolkerung in Deutschland zu erhalten. Die Quotenvorgaben wurden zufrie-
denstellend erfiillt (vgl. Tabelle 1A). Das Durchschnittsalter der Befragten betragt 46 Jahre.
50 Prozent der Befragten sind Frauen. 37 Prozent verfligen iiber eine (Fach-)Hochschul-
reife, 34 Prozent iiber einen Realschul- oder vergleichbaren Abschluss, 28 Prozent iiber
einen Hauptschulabschluss. Die Nachrichtenangebote der tagesschau-Markenfamilie nut-
zen 61 Prozent mindestens wochentlich, sei es im TV, Radio, den Onlinekanélen oder auf
Drittplattformen. Bei ZDF heute sind es 52,6 Prozent.

Zundchst wurden die Studienteilnehmer:innen zu ihrem Nachrichteninteresse, ihrer
Nachrichtennutzung, ihrer wahrgenommenen Nachrichteniiberlastung, ihrem Medienver-
trauen und ihrem Technologieoptimismus befragt. AbschlieBend wurden ihre Einstellungen
zu algorithmischen Empfehlungssystemen und ihre Affinitit zu Vielfalt gemessen.? Die
Bearbeitungszeit der Proband:innen betrug im Durchschnitt 10 Minuten.

2. Operationalisierung

Abhdingige Variablen

Bevor die Teilnehmer:innen ihre Einstellungen zu algorithmisch-personalisierten Empfeh-
lungssystemen mitteilten, wurde erklért, was darunter zu verstehen ist. Das sollte ein ge-
meinsames Begriffsverstdndnis sicherstellen. Algorithmisch-personalisierte Empfehlungs-
systeme wurden definiert als individuelle Empfehlungen, die in der Regel auf der Startseite
eines Nachrichtenangebots oder unter einem gelesenen/gehdrten/gesehenen Beitrag zu fin-
den sind. Es wurde erldutert, dass Empfehlungen dieser Art unter anderem auf der Daten-
analyse basieren, welche Inhalte der jeweilige User bereits genutzt hat und welche Inhalte
User:innen mit dhnlichen Interessen bereits genutzt haben — also, dass algorithmisch-perso-
nalisierte NRS inhaltlich dhnliche und kollaborative Empfehlungen aussprechen. Insofern
nicht anders vermerkt, wurden die Antworten der Befragten auf siebenstufigen Likert-Ska-
len erhoben (1 = niedrige Auspriagung oder Ablehnung; 7 = hohe Auspriagung oder Zustim-
mung; vgl. Tabelle 2A).

Zur allgemeinen Bewertung algorithmisch-personalisierter Empfehlungssysteme wurde
auf drei Items zuriickgegriffen (u.a. ,Ich finde, algorithmisch-personalisierte Nachrichten-
empfehlungen sind eine gute Mdglichkeit, sich auf dem Laufenden zu halten®) (M = 3.37,
SD = 1.62, a = 0.93). Die Bewertung redaktioneller Empfehlungen wurde per Single-Item

2 Der Fragebogen wurde im Rahmen des Masterstudiengangs ,,Kommunikations- und Medien-
forschung™ an der Johannes Gutenberg-Universitidt Mainz entwickelt und mit der Web-Applikation
SoSci-Survey programmiert. Die Autor:innen danken Anisha Arenz, David Haun, Amelie Leuer,
Aaron Lutter, Tobias Schindler, Annika Waldhoff und Maren Wruck fiir ihre Mitarbeit.
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erhoben (,Ich finde es gut, Nachrichten empfohlen zu bekommen, die Redakteure und
Journalisten fiir ihr Publikum auswéhlen®).

Um die wahrgenommenen Risiken algorithmisch-personalisierter Nachrichtenempfeh-
lungen zu erfassen, wurde eine Skala mit vier Items entwickelt, die auf Studien von
Joris und Kolleg:innen (2021), Sehl und Eder (2023) sowie Wieland und Kolleg:innen
(2021) basieren (bspw. ,,Ich befiirchte, dass ich durch algorithmisch personalisierte Nach-
richtenempfehlungen Artikel verpasse, die meinen Ansichten widersprechen®) (M = 4.39,
SD =1.51, a=0.8).

Die Einstellungen zu algorithmischen Empfehlungsmechanismen wurden mit insgesamt
neun Items gemessen, die auf Joris und Kolleg:innen (2021) basieren und eigene Er-
ginzungen umfassen. Der Wunsch nach popularititsbasierten Empfehlungsmechanismen
stellt auf Themen ab, die in der Offentlichen Debatte aktuell sind (z.B. ,,Jch mochte
Online-Nachrichten vorgeschlagen bekommen, die sich mit Themen befassen, die gerade
in einer breiten Offentlichkeit diskutiert werden®). Das Bediirfnis nach kollaborativen
Empfehlungsmechanismen bezieht sich auf Nachrichtenempfehlungen, die auch in der Peer-
Gruppe rezipiert werden (z.B. ,,Ich mdchte Online-Nachrichten vorgeschlagen bekommen,
die Menschen mit &hnlichen Interessen gelesen/gesehen/gehért haben®). Das Bediirfnis
nach inhaltlich-dhnlichen Empfehlungsmechanismen umfasst Nachrichtenempfehlungen,
die auf den eigenen Interessen und der eigenen Nutzungshistorie basieren (z.B. ,,Ich
mochte Online-Nachrichten vorgeschlagen bekommen, die Inhalten dhneln, die ich auf der
Seite bereits gelesen/gesehen/gehort habe™). Der Wunsch nach vielfaltsorientierten Emp-
fehlungsmechanismen bezieht sich auf Empfehlungen, die gezielt von bislang rezipierten
Inhalten abweichen (z.B. ,,Ich mdchte Online-Nachrichten vorgeschlagen bekommen, die
Perspektiven oder Ansichten enthalten, von denen ich auf der Seite noch nichts gelesen/ge-
sehen/gehort habe).

Unabhdngige Variablen

Zur Charakterisierung der Nutzungsgruppen wurden neben gingigen soziodemografischen
Eigenschaften (Alter, Geschlecht, formaler Bildungsgrad) in Anlehnung an Newman und
Kolleg:innen (2022) jeweils per Single-Item das Nachrichteninteresse und das politische
Interesse gemessen. lhre Internetnutzung schitzten die Proband:innen von nie bis mehr-
mals tdglich ein. Die informationsbezogene Mediennutzung wurde per Selbstauskunft
auf Markenebene erhoben. Die Befragten sollten angeben, wie hdufig sie verschiedene
Nachrichtenmedien — unabhéngig davon auf welchem Weg (z.B. via Fernsehen, Website,
App) — nutzen, um sich iiber das aktuelle Geschehen in Politik und Gesellschaft zu infor-
mieren (Skala von 1 = nie bis 7 = mehrmals tdglich). Abgefragt wurde die Nutzung
von 16 verschiedenen Nachrichtenmarken(-familien), z.B. Bild, Spiegel oder Tagesschau
(in Anlehnung an Behre et al., 2024; Fletcher & Nielsen, 2018; Stark et al., 2017). Aus dem
Mittelwert der drei Items zur Nutzung &ffentlich-rechtlicher Angebote (ARD tagesschau,
tagesthemen, tagesschau24; ZDF heute, heute-journal, ZDF heute Xpress; andere Nach-
richtenangebote des offentlich-rechtlichen Rundfunks wie SWR Aktuell, WDR Aktuell,
NDR Info, BR Rundschau) wurde die Nutzung offentlich-rechtlicher Nachrichtenangebote
berechnet (M =3.63, SD = 1.71, a. = 0.83).
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Die Abfrage des Medienvertrauens basierte auf Quiring und Kolleg:innen (2024) und
bestand aus drei Items, die sich auf eine universelle Zuschreibung von Vertrauen gegen-
iber Medien beziehen (z.B. ,,Wenn es um wirklich wichtige Dinge geht — etwa Umwelt-
probleme, Gesundheitsgefahren, politische Skandale und Krisen —, kann man den Medien
vertrauen) (M = 3.96, SD = 1.67, a = 0.96). Die wahrgenommene Nachrichteniiberlastung
wurde anhand einer sechs Items umfassenden Skala nach Joris et al. (2021) (M = 3.05,
SD = 1.56, a = 0.90) bewertet, mit Items wie ,,Ich habe oft das Gefiihl, dass es mehr
Nachrichten gibt, als ich verarbeiten kann®. Technologieoptimismus wurde anhand einer auf
Joris et al. (2021) und Wieland et al. (2021) basierenden Skala gemessen, die Items wie
»Neue Technologien erweitern Handlungsmoglichkeiten® enthdlt (M = 4.51, SD = 1.21,
o = 0.85). Die Affinitdt fiir Nachrichtenvielfalt wurde mit sechs Items gemessen, wobei
zwischen vier Vielfaltsdimensionen differenziert wurde (Quellen-, Themen-, Akteurs- und
Perspektivenvielfalt) (M = 5.11, SD = 1.40, a = 0.91).

IV. Befunde

Zur Beantwortung der Forschungsfragen wurden die Teilnehmer:innen zunichst, ausgehend
von der Intensitét ihrer Nutzung &ffentlich-rechtlicher Angebote, in drei Gruppen eingeteilt.
Die kleinste Gruppe (n = 146) stellen Nichtnutzer:innen dar, die angaben, nie 6ffentlich-
rechtliche Nachrichtenangebote zu nutzen (Skalenpunkt 1). Die meisten Befragten sind
Gelegenheitsnutzer:innen (n = 548), die Angebote des offentlich-rechtlichen Rundfunks —
ob im TV, Radio oder online — seltener als einmal im Monat bis einmal wochentlich nutzen,
um Nachrichten zu konsumieren (Skalenpunkte 2 bis 4). Die zweitgrofite Gruppe bilden
die Intensivnutzer:innen (n = 284), die fast bis mehrmals taglich 6ffentlich-rechtliche Nach-
richtenangebote nutzen (Skalenpunkte 5 bis 7). Mittels Varianzanalysen wurde untersucht,
inwiefern sich die Nutzungsprofile hinsichtlich ihrer Bewertung von Empfehlungssystemen
unterscheiden (vgl. Tabelle 1).

Die Ergebnisse zeigen deutliche Unterschiede zwischen den soziodemografischen
Merkmalen der drei Gruppen. Intensivnutzer:innen sind im Durchschnitt dlter (51,2 Jahre)
als die anderen Gruppen (vgl. auch Stegmann & Stark, 2024). Ménner sind in den Gruppen
der Nicht- und Intensivnutzer:innen iiberreprisentiert, wohingegen die Verteilung bei den
Gelegenheitsnutzer:innen ausgeglichener ist. Wahrend Nichtnutzer:innen iiberwiegend eine
formal niedrige Bildung aufweisen, haben die meisten Gelegenheitsnutzer:innen eine/n
(Fach-)Hochschulreife oder -abschluss. Die Intensivnutzer:innen verfiigen groBtenteils iiber
einen Realschulabschluss. Intensivnutzer:innen 6ffentlich-rechtlicher Nachrichtenangebote
weisen ein signifikant hoheres politisches Interesse (M = 5.78), Nachrichteninteresse
M = 6.29) und Vertrauen in Medien (M = 4.65) auf als die anderen Gruppen. Sie
empfinden zudem signifikant weniger Nachrichteniiberlastung (M = 2.78) und sind recht
iiberzeugt von den Vorteilen neuer Technologien (M = 4.73).

Mit Blick auf die erste Forschungsfrage zeigt sich, dass die Nachrichtenvielfalts-
affinitit bei Intensivnutzer:innen signifikant am stdrksten ausgeprigt ist, insbesondere in
Bezug auf Themenvielfalt (M = 5.83) und Perspektivenvielfalt (M = 5.78). Bemerkenswert
ist, dass die Wahrnehmung der Risiken algorithmisch-personalisierender Empfehlungssys-
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teme in allen Gruppen #dhnlich stark ausgeprégt ist. Besonders stark ist die Befiirchtung,
einen falschen Eindruck von der Stimmung im Land zu erhalten. Intensivnutzer:innen
sorgen sich dabei signifikant starker als die anderen beiden Gruppen, dass personalisierende
Algorithmen die Wahrnehmung der 6ffentlichen Meinung verzerren (M = 4.99). Zudem
haben Intensivnutzer:innen signifikant stérker die Befiirchtung als Nichtnutzer:innen, wich-
tige Informationen (M = 4.56) und Artikel mit widersprechenden Ansichten (M = 4.58) zu
verpassen, also in eine Filterblase zu geraten.

Dementsprechend verhalten bewerten Gelegenheitsnutzer:innen (M = 3.46) und Inten-
sivnutzer:innen (M = 3.48) algorithmisch-personalisierende Empfehlungssysteme. Noch
kritischer féllt das Urteil allerdings in der Gruppe der Nichtnutzer:innen aus (M = 2.69).
Einig sind sich die Gruppen iiberwiegend darin, dass Redaktionen auf algorithmisch-per-
sonalisierende Empfehlungssysteme verzichten sollten (M = 4.69). Gleichzeitig zeigen
sich die Befragten eher indifferent (Intensivnutzer:innen: M = 3.82) bis ablehnend (Nicht-
nutzer:innen: M = 2.70) redaktionellen Empfehlungen gegeniiber. Am starksten wiinschen
sich die Befragten fast durchweg vielfaltsorientierte (M = 4.64) und populdre (M = 4.62)
Empfehlungsmechanismen. Darauf folgen inhaltlich-dhnliche Empfehlungen (M = 4.40),
wihrend kollaborative Systeme deutlich weniger positiv bewertet werden (M = 3.77).
Intensivnutzer:innen stehen allen Empfehlungsmechanismen aufgeschlossener gegeniiber
als Nicht- und Gelegenheitsnutzer:innen. In anderen Worten: Nichtnutzer:innen bewerten
alle Empfehlungsmechanismen signifikant skeptischer.

Tabelle 1: Vergleich der Nutzungsprofile dffentlich-rechtlicher Nachrichtenangebote

Nicht- Gelegenheits- Intensiv-
nutzer:innen nutzer:innen nutzer:innen
n=129-146 n=>517-548 n=269-284

M/% M/% M/%
(SD) (SD) (SD)
Soziodemografie
Alter (Jahre) 43,50 44,89 51,23
(13.61)c (14.25)c (14.23)ab
Geschlecht ménnlich 67,1%b 48,0%ac 60,6%b
weiblich 32,9%bc 51,5%ac 38,7%ab
divers 0% 0,4% 0%
Bildung Hauptschule' 43,9%bc 27,1%ac 23,2%ab
Realschule 32,9%c 31,8%c 40,1%a
(Fach-)Hochschul- 23,3%bc 40,9%ac 35,9%ab
reife/(Fach-)
Hochschul-
abschluss
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Nicht- Gelegenheits- Intensiv-
nutzer:innen nutzer:innen nutzer:innen
n=129-146 n=>517-548 n=269-284
M/% M/% M/%
(SD) (SD) (SD)
Individuelle Dispositionen
Internetnutzung 67,8% mehrmals  75,2% mehrmals 73,9% mehrmals
taglich taglich taglich

Nachrichtennutzung ORR 1 (0)be 3.29 (1.02)ac 5.63 (0.54)ab

Politisches Interesse 3.56 (2.02)bc 4.62 (1.78)ac 5.78 (1.27)ab

Nachrichteninteresse 4.12 (1.96)bc 5.45 (1.46)ac 6.29 (0.97)ab

Medienvertrauen 2.86 (1.70)bc 3.89 (1.58)ac 4.65 (1.50)ab

Subjektive Nachrichteniiberlastung 3.47 (1.78)bc 3.06 (1.49)ac 2.78 (1.48)ab

Technologieoptimismus 4.16 (1.34)bc 4.51 (1.15)ac 4.73 (1.23)ab

Nachrichtenvielfaltsaffinitt

Nachrichtenvielfaltsaffinitéit 4.08 (1.72)be 5.04 (1.32)ac 5.75 (0.95)ab

Wunsch nach Quellenvielfalt 433 (1.91)be 5.21 (1.50)ac 5.75 (1.21)ab

Wunsch nach Themenvielfalt 3.93 (1.86)bc 5.08 (1.40)ac 5.83 (1.03)ab

Wunsch nach Akteursvielfalt 3.60 (2.20)bc 4.70 (1.78)ac 5.57 (1.27)ab

Wunsch nach Perspektivenvielfalt 4.35 (1.98)bc 5.15(1.47)ac 5.78 (1.08)ab

Allgemeine Bewertung von algorithmisch-personalisierten Empfehlungssystemen

Allgemeine Bewertung 2.69 (1.63)bc 3.46 (1.58)a 3.48 (1.40)a

Globale Bewertung algorithmisch- 2.76 (1.78)bc 3.58 (1.66)a 3.73 (1.83)a

personalisierter Empfehlungen

Algorithmisch-personalisierte Empfehlungen 3.12 (1.83)bc 3.74 (1.70)a 3.99 (1.81)a

eignen sich, um auf dem Laufenden zu blei-

ben

Redaktionen sollten auf algorithmisch- 4.82 (2.04) 4.60 (1.78) 4.79 (1.84)

personalisierte Empfehlungen verzichten

(rekodiert)

Wahrgenommene Risiken von algorithmisch-personalisierten Empfehlungssystemen
Befiirchtung, wichtige Informationen zu 4.00 (2.11)c 4.39 (1.84) 4.56 (1.91)a
verpassen
Gefdhrdung der Privatsphire 4.34 (2.18) 4.06 (1.91) 4.15(2.02)
Befiirchtung, falschen Eindruck von der 4.43 (2.11)c 4.56 (1.81)c 4.99 (1.76)ab

Stimmung im Land zu erhalten

Befiirchtung, Artikel mit widersprechenden 4.04 (2.13)c 4.34 (1.79)
Ansichten zu verpassen

Bewertung redaktioneller Empfehlungen

Befiirwortung redaktioneller 2.70 (1.78)bc 3.55(1.68)a
Empfehlungen
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Nicht- Gelegenheits- Intensiv-
nutzer:innen nutzer:innen nutzer:innen
n=129-146 n=>517-548 n=269-284

M/% M/% M/%
(SD) (SD) (SD)
Gewiinschte Empfehlungsmechanismen
Populére Empfehlungen 3.85bc (1.83) 4.62 (1.51)ac 5.03 (1.46)ab
Kollaborative Empfehlungen 3.34bc (1.84) 3.79 (1.65)a 3.97 (1.81)a
Inhaltlich-dhnliche 3.83bc (1.82) 4.45 (1.46)a 4.48 (1.60)a
Empfehlungen
Vielfaltsorientierte 3.99bc (1.84) 4.64 (1.46)ac 5.02 (1.47)ab
Empfehlungen
Anm.:n=977

! = Enthilt auch die Befragten ohne Schulabschluss.

% = Prozentwerte; M = Mittelwertvergleiche (ANOVA). Gruppenvergleiche basieren auf Bonferroni-
Post-hoc-Tests. Superskripte markieren signifikante Mittelwertunterschiede zwischen den Gruppen
(p <.05), a: Nichtnutzer:innen, b: Gelegenheitsnutzer:innen, c: Intensivnutzer:innen.

Um zu ermitteln, welche Faktoren eine positivere Bewertung vielfaltsorientierter NRS vor-
hersagen (Forschungsfrage 2), wurde im Anschluss eine lineare Regressionsanalyse durch-
gefiihrt (vgl. Tabelle 2). Die Pradiktoren wurden blockweise einbezogen, beginnend mit so-
ziodemografischen Kontrollvariablen (Modell 1), gefolgt von Nachrichteninteresse, wahr-
genommener Nachrichteniiberlastung, der Nutzung 6ffentlich-rechtlicher Nachrichtenange-
bote und Medienvertrauen als medienbezogenen Dispositionen (Modell 2). Darauthin folg-
ten Technologieoptimismus und die wahrgenommenen Risiken algorithmisch-personalisier-
ter NRS als Einstellungen spezifisch in Bezug auf Empfehlungssysteme (Modell 3) und zu-
letzt die Nachrichtenvielfaltsaffinitit als spezifisch vielfaltsbezogene Variable (Modell 4).
Mit Blick auf Modell 1 wird deutlich, dass die soziodemografischen Eigenschaften
der Befragten ihr Bediirfnis nach vielfaltsorientierten NRS nur zu einem geringen An-
teil (1,4 Prozent) erkldren. Etwa 14 Prozent der Streuung wird durch medienbezogene
Dispositionen erkldrt (Modell 2); zieht man die Einstellungen spezifisch in Bezug auf
Empfehlungssysteme hinzu, lassen sich etwa 23 Prozent des Bediirfnisses nach vielfalts-
orientierten NRS vorhersagen. Modell 4 als das umfassendste Modell hat mit R* =.46
(korrigiertes R? =.45) eine starke Varianzaufklarung und sagt signifikant das Bediirfnis nach
vielfaltsorientierten Empfehlungssystemen voraus, F(13,825) = 53.05, p <.001. Den mit
deutlichem Abstand grofiten positiven Einfluss hat die Nachrichtenvielfaltsaffinitit. Darauf
folgen Technologieoptimismus, das Nachrichteninteresse und das wahrgenommene Risiko,
durch algorithmisch-personalisierende NRS widersprechende Ansichten zu verpassen. We-
niger, aber dennoch signifikant relevant ist eine wahrgenommene Nachrichteniiberlastung.
Frauen und formal hoher gebildete Menschen bewerten vielfaltsorientierte Empfehlungs-
systeme positiver, unabhingig von allen anderen Faktoren. Zudem iibt Medienvertrauen
einen leicht negativen Effekt auf das Bediirfnis nach vielfaltsorientierten Empfehlungssys-
temen aus. Die Nutzung offentlich-rechtlicher Nachrichtenangebote und die weiteren mit
algorithmisch-personalisierenden Empfehlungssystemen verbundenen Risiken iiben keinen
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signifikanten Einfluss auf das Bediirfnis nach vielfaltsorientierten Empfehlungssystemen
aus. Auch das Alter der Befragten ist — im Gegensatz zum zweiten und dritten Regressions-
modell — kein signifikanter Préadiktor.

Tabelle 2 ist auf den folgenden Seiten 291 und 292 abgebildet.
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V. Diskussion
1. Ziele und Voraussetzungen vielfaltsorientierter Empfehlungssysteme

Im Plattformzeitalter wird die Bedeutung von Empfehlungssystemen weiter steigen. Nicht
nur, weil Nutzer:innen die Informationsfiille im Netz sonst nicht bewiltigen konnen, son-
dern auch, weil die Anbieter auf solche Systeme angewiesen sind, um ihre Zielgruppen
zu erreichen und zu bedienen. Bislang sind die o6ffentlich-rechtlichen Anbieter bei der
Verbreitung von Nachrichten jedoch weitgehend auf die Empfehlungssysteme kommerziel-
ler Drittplattformen angewiesen. Wihrend 6ffentlich-rechtliche Mediatheken im Unterhal-
tungsbereich automatisierte Empfehlungssysteme einsetzen (Hildén, 2022), scheinen die
Hiirden im Informationsbereich weitaus hoher zu sein.

Fiir offentlich-rechtliche Anbieter geht es vor allem darum, die Chancen und Risi-
ken von Nachrichtenempfehlungssystemen vor dem Hintergrund des Funktionsauftrags
angemessen abzuwigen. Mogliche Gestaltungsprinzipien miissen in normativer Hinsicht
der Vielfaltslogik und dem Integrationsauftrag folgen (Rhein et al., 2021). Personalisier-
te Informationsangebote diirfen keinesfalls das gesellschaftsintegrierende Gesamtangebot
gefdhrden (Schmidt et al., 2018). Nachrichtenempfehlungssysteme sollten daher nicht
nur bestehende Vorlieben und Interessen intensivieren, sondern zur Nutzungsvielfalt bei-
tragen. Insbesondere gilt es zu vermeiden, dass Nutzer:innen in homogene Informations-
umgebungen gedrdngt werden, die affektive oder ideologische Polarisierungen verstirken
konnten (Ludwig et al., 2023).

Vielmehr sollen gemeinwohlorientierte Empfehlungssysteme helfen, gesellschaftliche
Vielfalt sichtbar zu machen und einzuordnen. Wenn die wahrnehmbare und wahrgenomme-
ne Vielfalt positiv beeinflusst wird, tragen Empfehlungssysteme dazu bei, den Auftrag im
Plattformzeitalter zu erfiillen. Vielfaltsorientierte Empfehlungssysteme kénnen den Zugang
zu gegenteiligen Meinungen erdffnen und damit auch die Toleranz gegeniiber anderen
Meinungen und sozialen Gruppen erhéhen, somit die politische Willensbildung positiv
beeinflussen und den demokratischen Diskurs fordern (van der Wurff, 2011). Dariiber
hinaus konnte eine stirkere Beriicksichtigung von Nutzungspriferenzen, ohne den Viel-
faltsgedanken zu gefdhrden, die Zufriedenheit mit den Angeboten erhdhen und die Nutzung
intensivieren (Wieland et al., 2021).

Neben der Frage, wie Public Value in Software und Metriken iibersetzt werden kann
(Krei, 2022; Rhein et al., 2021; Vrijenhoek et al., 2024), miissen gemeinwohlorientierte
Nachrichtenempfehlungssysteme auch nutzerorientierte Anforderungen beriicksichtigen.
Hier sind noch viele Fragen offen. So mangelt es an Studien, die zeigen, wie Nutzer:innen
zu unterschiedlichen Nachrichtenempfehlungssystemen und deren zugrundeliegenden Aus-
wahlmechanismen stehen, sodass unklar ist, fiir welche Nutzergruppen vielfaltsorientierte
Nachrichtenempfehlungssysteme iiberhaupt attraktiv sind. Spezifisch stellen sich in diesem
Zusammenhang die Fragen, ob Nutzer:innen O6ffentlich-rechtlicher Nachrichtenangebote
iiberhaupt offener fiir vielfaltsorientierte Nachrichtenempfehlungen sind als Nichtnutzer:in-
nen und unter welchen Bedingungen eine positive Einstellung gegeniiber vielfaltsorientier-
ten Nachrichtenempfehlungssystemen zustande kommt.
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2. Ergebnisse der Befragung

Vor diesem Hintergrund befasste sich unsere Online-Befragung mit den Einstellungen von
Rezipient:innen zu vielfaltsorientierten Empfehlungssystemen. Grundlegend untermauern
die Studienergebnisse eine ausgepriagte menschliche Vielfaltsaffinitdt (vgl. u.a. auch Bodo
et al., 2019), vor allem in Bezug auf Nachrichtenquellen, -themen und -perspektiven.
Stiarker ausgepragt ist diese Affinitdt in Gruppen, die 6ffentlich-rechtliche Nachrichtenan-
gebote nutzen. Das ist nicht tiberraschend, denn insbesondere Intensivnutzer:innen 6ffent-
lich-rechtlicher Nachrichtenangebote haben ein hohes Nachrichteninteresse und mochten
daher viele unterschiedliche Inhalte konsumieren (vgl. auch Stegmann & Stark, 2024).

Allgemeine Bewertung und Risikowahrnehmung von algorithmisch-personalisierten NRS

Algorithmisch-personalisierte NRS werden folglich als nur bedingt geeignet betrachtet,
Informationsbediirfnisse zu befriedigen. Insbesondere Nichtnutzer:innen o6ffentlich-
rechtlicher Nachrichtenangebote bewerten derartige Nachrichtenempfehlungssysteme nega-
tiv. Konkret befiirchten Rezipient:innen — vor allem die Intensivnutzer:innen und damit in
Ubereinstimmung mit den Forschungsbefunden von Seil und Eder (2023) —, dass algorith-
misch-personalisierende Empfehlungssysteme das Risiko mit sich bringen, wichtige Infor-
mationen oder kontrdre Ansichten auszulassen, oder ein verzerrtes Bild der 6ffentlichen
Meinung zu vermitteln. Die medial breit diskutierte Sorge vor Filterblasen — die sich empi-
risch kaum nachweisen lassen — ist in den Kopfen der Rezipient:innen also sehr présent.
Dementsprechend einhellig ist die Auffassung in allen drei Gruppen, dass Redaktionen auf
algorithmisch-personalisierte Empfehlungen verzichten sollten. Gleichzeitig duBern die
Gelegenheits- und Intensivnutzer:innen auch an redaktionellen Empfehlungen nur ein be-
grenztes Interesse oder zeigen sich — im Falle der Nichtnutzer:innen — gar ablehnend. Diese
indifferente bis negative Haltung bestétigt Befunde des Digital News Report (Behre et al.,
2023, S. 52). Eine mdgliche Erklérung konnte sein, dass die Befragten auch redaktionelle
Empfehlungen als unzureichend vielfaltig erachten (vgl. auch Newman & Fletcher, 2017).

Vielfaltsorientierte Nachrichtenempfehlungssysteme stoflen auf grofere Akzeptanz. Am
wenigsten wiinschen sich die Befragten dagegen kollaborative Empfehlungen. Die Un-
terschiede in der Offenheit gegeniiber den verschiedenen Empfehlungsmechanismen
sind jedoch nicht sehr ausgeprdgt. Das Bediirfnis nach popularitétsbasierten Nachrichten-
empfehlungssystemen ist in allen drei Nutzergruppen dhnlich hoch wie das nach vielfalts-
orientierten Empfehlungssystemen — moglicherweise, weil die Befragten popularitétsba-
sierten NRS zuschreiben, zu einer gemeinsamen Themenagenda beizutragen. Auch nach
inhaltlich-dhnlichen Empfehlungen haben die Befragten zwar ein signifikant geringeres,
aber im Mittel dennoch positives Bediirfnis. Das erscheint paradox, assoziieren die Be-
fragten derartige Empfehlungsmechanismen doch mit diversen Risiken und lehnen es ab,
dass sie in redaktionelle Prozesse eingebunden werden. Eine hohere Nutzungsfrequenz 6f-
fentlich-rechtlicher Nachrichtenangebote geht dabei nicht nur mit einer héheren Risikoein-
schitzung, sondern auch mit einem stirkeren Bediirfnis nach algorithmisch-personalisieren-
den Empfehlungssystemen einher. Aufldsen lésst sich dieses widerspriichlich erscheinende
Antwortmuster mit der Erkldrung, dass in der Nutzen-Risiken-Kalkulation der Rezipient:in-
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nen tendenziell die wahrgenommenen Vorteile algorithmisch-personalisierter Nachrichten-
empfehlungen iiberwiegen. Zudem haben Laien im Allgemeinen oft ein nur rudimentéres
Wissen tiber die Funktionsweisen algorithmisch-personalisierender Systeme (Gran et al.,
2021; Martens et al., 2023; Sehl & Eder, 2023; Swart, 2023). So schreiben sie diesen auf
Nachfrage zwar recht ausgepréigte Gefahren zu, erkennen diese aber womdoglich nicht in
den konkreten Anwendungssituationen.

Die vertiefende Regressionsanalyse zeigt, dass die Nachrichtenvielfaltsaffinitdt der
wichtigste Faktor fiir das Bediirfnis der Rezipient:innen nach vielfaltsorientierten Empfeh-
lungssystemen ist. Dass sich die Neigung nach Vielfalt in einem starkeren Wunsch nach
aktiv vielfaltsféordernden Empfehlungssystemen niederschlédgt, liegt nahe. Zu betonen ist
hier, dass es sich zwar um &dhnliche, aber dennoch unterschiedliche Konzepte handelt.
So stellt ersteres eine Qualitétsorientierung beziehungsweise ein grundlegendes Interesse
an Quellen-, Akteurs-, Themen- und Meinungsvielfalt in den Nachrichten dar, wéhrend
zweiteres ein konkretes Bediirfnis mit Blick auf die Gestaltung von Empfehlungssystemen
ist. Trotz der hohen Erklarkraft der Nachrichtenaffinitdt bleiben auch andere, teils aus
fritheren Untersuchungen (Joris et al., 2021; Wieland et al., 2021) bekannte Faktoren
entscheidend fiir das Bediirfnis nach vielfaltsorientierten NRS. So bilden auch eine positi-
ve Einstellung zu neuen Technologien, ein hohes Nachrichteninteresse, die Befiirchtung,
Artikel mit widersprechenden Ansichten zu verpassen, die wahrgenommene Nachrichten-
iiberlastung, die formale Bildung und das Geschlecht Voraussetzungen fiir das Bediirfnis
nach vielfaltsorientierten NRS. Medienvertrauen {ibt einen leicht negativen Effekt aus. Je
hoher das Vertrauen von Menschen in die journalistische Selektion und Darstellung ist,
desto geringer fdllt also das Bediirfnis nach algorithmisch vielfaltssteigernden Losungen
aus. Die Nutzung offentlich-rechtlicher Medien hingegen ist kein relevanter Faktor fiir das
Bediirfnis nach vielfaltsorientierten Empfehlungssystemen — vermutlich, weil die Nutzung
stark mit der Vielfaltsaffinitdt und dem Nachrichteninteresse zusammenhéngt. Statt der
Nutzung &ffentlich-rechtlicher Nachrichtenangebote sind also die beiden letzteren Faktoren
ausschlaggebend.

Vergleichbare Ergebnisse liefert auch eine Befragung im neu aufgebauten Panel
ZDFmitreden, das einen kontinuierlichen Dialog mit den Nutzer:innen erméglichen soll,
um Feedback und Anregungen fiir die Programmentwicklung zu erhalten. Das im Jahr
2023 aufgebaute Panel umfasst mittlerweile tiber 60.000 Mitglieder und ist nach wichtigen
soziodemografischen Variablen (Alter, Geschlecht, Bildung, Region und Haushaltsgrofe)
gewichtet, um die Struktur an die Wohnbevélkerung in Deutschland ab 16 Jahren als
Grundgesamtheit anzugleichen. In der Fallstudie im Dezember 2023 wurden anndhernd
13.000 Panel-Mitglieder zu ihren Einstellungen gegeniiber Empfehlungssystemen (Chancen
und Risiken) sowie zur Bewertung moglicher Gestaltungsprinzipien algorithmischer Emp-
fehlungssysteme befragt. Dariiber hinaus wurde das Wissen iiber den Einsatz von Algo-
rithmen in der ZDFmediathek erhoben. In den Antworten zeigten sich vergleichbare Ten-
denzen, sofern die unterschiedlichen Befragungsmodi eine Gegeniiberstellung zulassen —
schlieBlich besteht das Panel iiberwiegend aus Menschen, die ein bereits hohes Interesse
an Nachrichten(-vielfalt) und 6ffentlich-rechtlichen Angeboten aufweisen und somit keinen
hohen Bedarf an algorithmisch erhéhter Vielfalt haben. So legt auch die Mehrheit der
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ZDFmitreden-Community Wert auf neue und kontrdre Meinungen, ist also auch vielfalts-
orientiert. Allerdings steht die ZDFmitreden-Community algorithmisch-personalisierten
Empfehlungssystemen insgesamt eher skeptisch gegeniiber. Knapp ein Drittel der Befragten
findet solche Systeme sehr oder eher gut, aber ein Grofiteil der Befragten beurteilt Empfeh-
lungssysteme im Nachrichtenbereich weniger gut. Direkt danach gefragt, sind 54 Prozent
der Befragten der Meinung, dass man im Nachrichtenbereich eher darauf verzichten soll-
te. Generell sind Jiingere Empfehlungssystemen gegeniiber deutlich aufgeschlossener und
positiver eingestellt. Befragt wurden die Panel-Mitglieder auch zu ihrem Wissen um das
Thema ,,Personalisierung in der ZDFmediathek*, wobei die iiberwiegende Mehrheit nicht
wusste oder einschétzen konnte, wann iiberhaupt personalisierte Empfehlungen gegeben
werden. Die groften Hiirden bei der Implementierung von Empfehlungssystemen sind
demnach die Unkenntnis {iber die Funktion oder auch die Wahrnehmung, dass eine solche
Funktion keine personlichen Vorteile bietet. AuBlerdem zeigen sich in vielen Antworten
auf die offenen Fragen Angste und Sorgen, was den Einsatz von Empfehlungssystemen im
Nachrichtenbereich angeht.?

Die Befunde unserer Studie sind dabei vor dem Hintergrund einiger Limitationen zu
interpretieren. Erstens beruht die Messung der Mediennutzung, darunter auch die Nutzung
offentlich-rechtlicher Nachrichtenangebote, auf retrospektiven Selbstauskiinften. Aus Stu-
dien, die Selbstauskiinfte mit digital erfassten Verhaltensdaten vergleichen, ist bekannt, dass
Menschen ihre Mediennutzung nur méafig zuverldssig einschétzen kdnnen. Studien, wie die
vorliegende, welche die Nutzung einzelner Medienmarken messen, sind wiederum etwas
zuverldssiger als allgemeinere Mediennutzungsabfragen (Scharkow, 2019). Zweitens ist
davon auszugehen, dass soziale Erwiinschtheit im Antwortverhalten eine Rolle gespielt hat,
einige Befragte also in Richtung gesellschaftlicher Wunschvorstellungen geantwortet haben
— wozu eine hohe Informiertheit und eine vielfiltige Nachrichtenrezeption zéhlen (Kiimpel
et al., 2022). Und drittens ist es moglich, dass einige Befragte die Unterschiede zwischen
den verschiedenen Empfehlungsmechanismen nicht vollumfanglich verstanden haben. Das
wiirde erkldren, warum inhaltlich-dhnliche und kollaborative Empfehlungsmechanismen
trotz ihrer wahrgenommenen Risiken nur etwas weniger erwiinscht werden als vielfaltsori-
entierte und populdre Empfehlungsmechanismen.

3. Implikationen fiir (6ffentlich-rechtliche) Nachrichtenanbieter

Ausgehend von den Befunden unserer Studie lassen sich Handlungsoptionen skizzieren, die
insbesondere fiir 6ffentlich-rechtliche Nachrichtenanbieter von Relevanz sind. SchlieBlich
haben sie den Auftrag, die Ressourcen und die Kompetenzen, vielfaltsorientierte Nachrich-
tenempfehlungssysteme einzusetzen. Vorgeschlagen werden zwei strategische Ziele, die
zur Etablierung eines Gegenmodells zu kommerziellen, primir auf Aufmerksamkeit und
Konsument:innenzufriedenheit abstellenden Plattformen beitragen:

1. Nachrichteninteresse wecken und Nachrichtenanteil ausbauen
2. Vielfaltsorientierte algorithmische Nachrichtenempfehlungen implementieren

3 Die Ergebnisse der ZDFmitreden-Befragung sind abrufbar unter https://www.zdf.de/assets/gremien
-fernsehrat-praesentation-sachverstaendigen-100~original.
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Nachrichteninteresse wecken und Nachrichtenanteil ausbauen

Die grofite Herausforderung in “high-choice media environments” besteht darin, ein grund-
legendes Interesse an Nachrichten im Allgemeinen und im Speziellen ein Interesse an
verschiedenen Themen, Akteuren und Blickwinkeln in den Nachrichten zu wecken.
Hier sind offentlich-rechtliche Angebote gefragt, der Tendenz zur wachsenden Nachrich-
tenvermeidung (Behre et al.,, 2024) entgegenzuwirken. Auf inhaltlicher Ebene sollten
Nachrichten daher eine sogenannte Aktivierungsqualitdt aufweisen. Verstidndlichkeit und
Dialogorientierung von Nachrichten sind in diesem Zusammenhang besonders wichtig
(Eisenegger & Udris, 2021), aber auch ihr wahrgenommener Nutzen (Chen et al., 2022).
Auf Ebene der redaktionellen Bespielung sollten 6ffentlich-rechtliche Mediatheken viele
niedrigschwellige Ankniipfungspunkte zur Rezeption von Nachrichten und Informations-
formaten bieten. Beispielsweise konnten mehr Nachrichten positioniert werden, sprich
das Verhiltnis von unterhaltenden zu informierenden Angeboten verdndert werden. Neben
dem Verhiltnis von Nachrichten, anderen Informationsformaten und Unterhaltung konnte
man auch iiber die Neuanordnung (Position) sowie die Art und Weise der Pridsentation
nachdenken. So konnte eine prominentere und haufigere Positionierung in bestimmten An-
wendungsfeldern (bei den Empfehlungsbiandern im oberen Bereich) helfen, den Kontakt zu
Nachrichten zu intensivieren. Interaktionen und Verweildauer sind dabei nicht die einzigen
entscheidenden Metriken, sondern beispielsweise auch, als wie inspirierend und weiterbil-
dend die Nutzer:innen die Empfehlungen empfinden (Costera Meijer, 2013; Kormelink &
Meijer, 2018) und inwiefern sie zum Gemeinwohl beitragen (Eichler, 2024).

Auf diese Weise sollen empfohlene Nachrichtenbeitrdge zu einer fundierten Meinungs-
und Willensbildung, aber auch zur Reprisentation gesellschaftlicher Heterogenitit beitra-
gen (Stegmann & Stark, 2024). Zudem konnen und sollten sich 6ffentlich-rechtliche Medi-
en so von kommerziellen Plattformen, die Nachrichten und anderen Informationsformaten
einen lediglich untergeordneten Stellenwert beimessen, abgrenzen. Auf YouTube beispiels-
weise werden Nachrichten weniger hdufig empfohlen als Unterhaltungsinhalte, sodass die
algorithmischen Empfehlungen die Nutzer:innen zunehmend von Nachrichten auf Unter-
haltung umlenken (Huang & Yang, 2024). Eine Voraussetzung dafiir ist natiirlich, dass es
offentlich-rechtlichen Angeboten gelingen muss, Nutzer:innen auf ihre Seiten zu bewegen,
beispielsweise indem sie ihre Inhalte auf Social-Media-Plattformen anteasern, ohne die
kompletten Beitrdge abrufbar zu machen.

Nachrichtenvielfaltsaffinitdt und Nachrichteninteresse zu steigern ist auch deshalb
wichtig, weil sie neben Technologicoptimismus die zentralen Voraussetzungen fiir den
Waunsch nach vielfaltsorientierten Empfehlungssystemen darstellen. Wollen Nachrichtenre-
daktionen Akzeptanz fiir vielfaltsorientierte Empfehlungssysteme schaffen, sollten sie also
zuerst das Nachrichteninteresse und den grundlegenden Wunsch nach Nachrichtenvielfalt
stimulieren — und zwar vorwiegend auflerhalb ihrer bereits bestehenden Nutzungsgruppe.
Denn die Nutzer:innen 6ffentlich-rechtlicher Nachrichtenangebote sind ohnehin recht emp-
fanglich fiir vielfaltsorientierte NRS, weisen sie doch eine ausgeprédgtere Nachrichtenviel-
faltsaffinitét, ein stirkeres Nachrichteninteresse und eine groflere Aufgeschlossenheit fiir
neue Technologien auf. Auch ihre Bedenken in Bezug auf Filterblasen und Manipulation
von Meinungsbildungsprozessen, die sie mit inhaltlich dhnlichen oder kollaborativen al-
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gorithmischen Empfehlungen assoziieren, stirken ihr Bediirfnis nach vielfaltsorientierten
Empfehlungssystemen. Da die schwerer zu erreichenden Nichtnutzer:innen weniger an
(vielféltigen) Nachrichten interessiert sind, haben sie ein geringeres Bediirfnis nach solchen
Empfehlungsmechanismen. Gelingt es nicht, fiir den Wert von Nachrichtenvielfalt zu sen-
sibilisieren und auch Nachrichtendeprivierte anzusprechen, drohen vielfaltsorientierte Emp-
fehlungssysteme iiberwiegend solche Menschen zu erreichen, die ohnehin typischerweise
ein breiteres Medienrepertoire aufweisen (Prior, 2005; Wells & Thorson, 2017; Yuan,
2011). In diesem Fall kann es zu einem sogenannten ,,Matthdus-Effekt kommen. Letzterer
ist aus anderen Kontexten der Nachrichtennutzung bekannt (u.a. Leonhard et al., 2019) und
bedeutet, dass diejenigen, die bereits soziodkonomisch bessergestellt und interessiert sind,
mehr von neuen Informations- und Kommunikationstechnologien profitieren als andere.
Infolgedessen vergrofert sich die Wissenskluft (Tichenor et al., 1970) zwischen thematisch
und argumentativ breit informierten Rezipient:innen auf der einen und einseitig informier-
ten Rezipient:innen auf der anderen Seite weiter. Analog dazu wiirden vielfaltsorientierte
Empfehlungssysteme denjenigen niitzen, die ohnehin schon eine vielfaltige Nachrichtennut-
zung aufweisen.

Vielfaltsorientierte algorithmische Nachrichtenempfehlungen implementieren

Waurde das Interesse der Rezipient:innen erfolgreich mobilisiert, konnen Empfehlungssyste-
me einen vielfaltigeren Nachrichtenkonsum fordern, indem sie bei der Lebenswirklichkeit
der Nutzer:innen ansetzen (Joris et al., 2021; Shin & Zhou, 2024) und diese zugleich argu-
mentativ in einem gewissen Rahmen herausfordern. So konnten in den Mediatheken und
Nachrichtenangeboten personalisierte Vielfaltsempfehlungen (Joris et al., 2024) ausgespro-
chen werden — vorausgesetzt die Nutzer:innen sind registriert und haben sich einen Account
angelegt. Diese anspruchsvollste Variante von Nachrichtenempfehlungen setzt umfangrei-
che und passende Metadaten iiber die Inhalte voraus, konnte aber die Nutzungsvielfalt
in normativer Hinsicht positiv beeinflussen, wenn im klassischen Vielfaltsverstidndnis The-
men, Akteure oder Positionen nach den gewiinschten Préferenzen der Nutzenden variieren.
In den Mediatheken prasentiert werden sollten also nicht nur gesamte Nachrichtenformate
wie das heute journal, sondern auch vielfaltsorientierte algorithmische Empfehlungen ein-
zelner Beitrdge. Gleichzeitig kdnnten prisentationsbasierte Nudges die Wahrscheinlichkeit,
dass diese Empfehlungen rezipiert werden, noch erhéhen.

Dabei gibt es ethische Aspekte zu beriicksichtigen. Erstens konnen vielfaltsorientierte
Nachrichtenempfehlungssysteme die Nutzer:innen mit Perspektiven konfrontieren, die sie
nicht aktiv suchen oder die mit ihren Priferenzen in Konflikt stehen. Hier besteht ein
Spannungsverhéltnis zwischen der Befdhigung und einer paternalistischen Einflussnahme
auf die Rezipient:innen (Sax, 2022). Um die Autonomie der Biirger:innen zu gewihrleisten,
ist es wichtig, ihre Agency bei der Gestaltung von Empfehlungssystemen zu stérken. Sie
sollten also ausreichend Wahlmoglichkeiten in Bezug auf algorithmische Empfehlungen
haben (Helberger et al., 2018; Lorenz-Spreen et al., 2020; Schuster & Lazar, 2024). Das
kann die Akzeptanz von Empfehlungssystemen erhdhen (Harambam et al., 2019). Konkret
konnte Nutzer:innen die Moglichkeit gegeben werden, selbst zu bestimmen, wie stark
die Quellen-, Themen-, Akteurs- und Perspektivenvielfalt in dem jeweiligen Onlineange-
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bot ausgeprigt sein sollten. Auch leicht zugéngliche und verstdndliche Informationen zur
Funktionsweise der Empfehlungssysteme konnen dazu beitragen, das bislang nur schwach
ausgeprigte Wissen iiber Algorithmen zu verbessern, Angste und Vorbehalte gegeniiber
vielfaltsorientierten Empfehlungen abzuschwichen und die Vorteile der Technologie zu
vermitteln (Resendez et al., 2024). Aktuelle Studien zeigen, dass Vertrauen und Interaktio-
nen mit Kl-gestiitzten Systemen mit deren wahrgenommener Transparenz und Fairness
zusammenhédngen (Shin et al., 2022). Fir die ZDFmediathek nimmt die transparente
(Weiter-)Entwicklung der Empfehlungssysteme bereits eine zentrale Rolle ein (Griin &
Neufeld, 2022, 2023). So wurden nicht nur wesentliche Teile des Quellcodes Ende 2023
ver6ffentlicht, sondern auch die entwickelten Public Value Metriken im Netz erldutert und
dargestellt (https://algorithmen.zdf.de/).

Zweitens hat Vielfalt keinen absoluten Wert. Mehr inhaltliche Vielfalt ist also nicht
zwingend besser (Vrijenhoek et al., 2024). Perspektivenvielfalt fordert nur dann eine kon-
struktive Debatte, wenn sie zum einen fiir die Rezipient:innen verarbeitbar ist und zum an-
deren auf eine Weise présentiert wird, die Irrelevanz oder eine ,,false balance — wo Rand-
perspektiven félschlicherweise gleiches Gewicht wie konsensbasiertes Wissen erhalten —
vermeidet. Wenn beispielsweise bei Themen wie globaler Erwédrmung abweichende, aber
wissenschaftlich nicht fundierte Standpunkte als gleichwertig mit evidenzbasierten Fakten
dargestellt werden, kann dies den informierten &ffentlichen Diskurs untergraben (Dixon &
Clarke, 2013). Mechanismen, die Hinweise auf den Konsens bei umstrittenen Themen ge-
ben, anstatt abweichende Meinungen als gleichwertig darzustellen, konnten Empfehlungs-
systeme besser auf einen evidenzbasierten Diskurs abstimmen (Merkley, 2020). Dariiber
hinaus sollten die Empfehlungen neue Perspektiven innerhalb eines erwarteten Rahmens
bieten, da Uberraschungen und véllig abwegige Empfehlungen die Zufriedenheit mit algo-
rithmischen Empfehlungen verringern (Wieland et al., 2021).

Qualitative Befragungen in Redaktionen zeigen, wie unterschiedlich die bestehenden
Konzeptualisierungen von Vielfalt in Nachrichtenempfehlungssystemen derzeit sind —
selbst wenn nur dffentlich-rechtliche Anbieter betrachtet werden (Vrijenhoek et al., 2024).
Verschiedene Anbieter betonen nicht nur unterschiedliche Vielfaltsaspekte, sondern haben
auch unterschiedliche Erwartungen daran, ob eine Empfehlung eine hohe oder geringe
Vielfalt aufweisen sollte. Wie bereits im Kontext von Qualititsstudien diskutiert, zeigt
sich, dass ein ,,Mehr an Vielfalt nicht per se besser bewertet wird (Magin et al., 2023).
Es muss also zuerst eine normative Entscheidung tiber die Art der gewiinschten Vielfalt
getroffen werden, wobei verschiedene Aspekte, Mechanismen und Grade von Vielfalt zu
beriicksichtigen sind. Diese normative Entscheidung erfordert ein hohes Maf} an interner
Diskussion und Abstimmung mit allen beteiligten Akteuren, bevor sie zufriedenstellend
modelliert und umgesetzt werden kann. Insbesondere 6ffentlich-rechtliche Medien konnten
hier als Pioniere tétig sein und ihre Erfahrungen mit anderen Nachrichtenmedien teilen.
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Anhang

Tabelle 1A4: Quotenplan und Rekrutierung

Alter Geschlecht Bildung hoch Bildung mittel Bildung niedrig
(in Jahren) ((Fach-)Hochschul- (Realschule) (Hauptschule)
reife/
Hochschulabschluss)

Weiblich
18-24 3,6 (3.4) 1,3 (1,0) 0,9 (0,7)
25-34 5,5(5,8) 1,8 (1,7) 2,0(1,3)
35-44 4,2 (4,9) 2,9 (3,0 3,7(3,7)
45-54 2,7(2,6) 3,3(32) 3,1 (3,3)
55+ 0,8 (0,9) 6,4(7,2) 6,3(7,3)

Minnlich
18-24 2,7(2,0) 0,9 (0,8) 0,3 (0,1)
25-34 5,7(4,9) 2,6 (1,7) 0,9 (0,7)
35-44 6,3 (6,3) 2,7(2,3) 2,5(24)
45-54 3,0(2,9) 4,6 (4,7) 1,6 (1,5)
55+ 2,7(2,9) 8,3 (8,5) 6,8 (8,7)

Angaben in Prozent. Sollwerte in Klammern. Sollwerte basieren auf Daten aus dem GLES Tracking
Oktober 2022.
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Tabelle 2A: Ubersicht iiber Konstrukte und Items

Nutzung offentlich-rechtlicher Nachrichtenangebote (Skala 1 = nie bis 7 = mehrmals téglich)

® ARD tagesschau, tagesthemen, tagesschau24

® ZDFheute, heute journal, ZDFheute Xpress

® Andere Nachrichtenangebote des 6ffentlich-rechtlichen Rundfunks (z.B. SWR Aktuell, WDR Aktuell,
NDR Info, BR Rundschau)

Medienvertrauen

® Man kann den Medien vertrauen.

e Wenn es um wirklich wichtige Dinge geht — etwa Umweltprobleme, Gesundheitsgefahren, politische
Skandale und Krisen —, kann man den Medien vertrauen.

® Man kann sich auf die Medien verlassen.

Wahrgenommene Nachrichteniiberlastung

® Ich habe mich schon oft von der groBen Menge an tdglichen Nachrichten iiberfordert gefiihlt.

® Ich zweifle oft daran, ob ich durch die vielen Nachrichten nicht die wichtigsten Nachrichten des Tages
verpasse.

® Ich weiB oft nicht, wo ich anfangen soll, weil es so viele Nachrichten gibt.

® Ich habe oft das Gefiihl, dass es mehr Nachrichten gibt, als ich verarbeiten kann.

® Ich habe es aufgegeben, Nachrichten zu verfolgen, weil es so viele Nachrichten gibt.

® Ich habe mich schon oft von der hohen Geschwindigkeit der Nachrichtenberichterstattung gestresst
gefiihlt.

Technologieoptimismus

® Neue Technologien erweitern Handlungsmoglichkeiten.

® Durch neue Technologien hat man mehr Kontrolle {iber seinen Alltag.
® Durch neue Technologien wird man im Alltag produktiver.

® Durch Technik entstehen langfristig mehr Probleme als gelost werden.
® Neue Technologien tragen zu einer besseren Lebensqualitit bei.

Vielfaltsaffinitit

Ich wiirde gerne Nachrichten erhalten, ...

® die von verschiedenen Nachrichtenmedien stammen. [Quellenvielfalt]

o die viele verschiedene Themen (z.B. Klimawandel, Gesundheitssystem, Fachkréftemangel) behandeln.
[Themenvielfalt]

o die verschiedene Interessensgebiete (z.B. Sport, Wirtschaft, Innenpolitik, Kultur) abdecken.
[Themenvielfalt]

© in denen verschiedene Personen/Gruppen (politische Akteure wie Olaf Scholz, Experten wie Christian
Drosten, Akteure aus der Zivilgesellschaft wie die sogenannte Letzte Generation, oder auch Privat-
personen) zu Wort kommen. [Akteursvielfalt]

® die ein Thema aus verschiedenen Blickwinkeln (z.B. Waffenlieferungen aus Sicht der ukrainischen
Regierung und aus Sicht der deutschen Regierung) beleuchten. [Perspektivenvielfalt]

® in denen verschiedene Meinungen (z.B. pro/contra Biirgergeld) abgebildet werden. [Perspektivenvielfalt]

Allgemeine Bewertung algorithmisch-personalisierter Empfehlungssysteme

® Ich finde algorithmisch-personalisierte Empfehlungssysteme auf Nachrichten-Websites iiberhaupt nicht
gut (bis sehr gut). (Schieberegler)

® Ich finde, algorithmisch-personalisierte Nachrichtenempfehlungen sind eine gute Moglichkeit, um auf
dem Laufenden zu bleiben.

® Ich finde, Nachrichtenangebote sollten auf algorithmisch-personalisierte Empfehlungen verzichten.
[rekodiert]
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Bewertung redaktioneller Empfehlungen

® Ich finde es gut, Nachrichten empfohlen zu bekommen, die Redakteure und Journalisten fiir ihr Publi-
kum auswihlen.

Wahrgenommene Risiken algorithmisch-personalisierter Nachrichtenempfehlungen

® Ich befiirchte, dass ich durch algorithmisch-personalisierte Nachrichtenempfehlungen Artikel verpasse,
die meinen Ansichten widersprechen.

® Ich befiirchte, dass durch algorithmisch-personalisierte Nachrichtenempfehlungen meine Privatsphére
stirker geféhrdet ist.

® Ich befiirchte, dass ich einen falschen Eindruck von der Stimmung im Land bekomme, wenn ich mich
hauptséchlich tiber algorithmisch-personalisierte Nachrichtenempfehlungen informiere.

® Ich befiirchte, dass ich durch algorithmisch-personalisierte Nachrichtenempfehlungen wichtige
Informationen verpasse.

Gewiinschte Empfehlungsmechanismen

Ich wiirde gerne Online-Nachrichten vorgeschlagen bekommen, ...

® die gerade populdr sind. [populér]

® die Themen behandeln, die gerade in einer breiten Offentlichkeit diskutiert werden. [populr]

® die meine Freunde gelesen/gesehen/gehort haben. [kollaborativ]

® die Menschen mit dhnlichen Interessen gelesen/gesehen/gehort haben. [kollaborativ]

® die meinen Interessen entsprechen. [inhaltlich-dhnlich]

® die Inhalten dhneln, die ich auf der Seite bereits gelesen/gesehen/gehort habe. [inhaltlich-dhnlich]

® die Perspektiven oder Ansichten enthalten, von denen ich auf der Seite noch nichts gelesen/gesehen/ge-
hort habe. [vielfaltsorientiert]

e die eine gegensitzliche Seite zu dem aufzeigen, was ich auf der Seite bereits gelesen/gesehen/gehort
habe. [vielfaltsorientiert]

@ die sich um Themen drehen, zu denen ich auf der Seite noch nichts gelesen/gesehen/gehort habe.
[vielfaltsorientiert]
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