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Summary: Machine learning models are increasingly used to identi-
fy accounting manipulations based on disclosed information. Still,
most approaches focus on accuracy, which at the same time leads
to a high number of false-positive predictions that practically hin-
der their application. The paper analyzes the need for interpretable
machine learning techniques from the perspective of primary users
such as statutory auditors, enforcement institutions, or investors
with respect to their specific legal and organizational frameworks.
From this, requirements for additional explanations are derived,
which in turn serve as indicators for plausibility checks or as start-
ing points for investigations, thus improving the manageability of
predictions and promoting the implementation of the models.
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Interpretierbare Vorhersagen durch Machine Learning bei der Auf-
deckung von Bilanzbetrug — Analyse aus Nutzerperspektive

Zusammenfassung: Modelle des maschinellen Lernens werden zu-
nehmend genutzt, um Bilanzmanipulationen anhand offengelegter
Informationen zu identifizieren. Die meisten Ansitze fokussieren auf Genauigkeit, was
gleichzeitig zu einer hohen Zahl falsch-positiver Vorhersagen fiihrt, die eine Anwendung
behindern. Der Beitrag analysiert den Bedarf an Verfahren interpretierbaren maschinellen
Lernens aus Perspektive der primdren Nutzer wie Abschlusspriifer, Bilanzkontrolle und
Investoren mit ihren spezifischen rechtlichen und organisatorischen Rahmenbedingungen.
Daraus werden Anforderungen an zusitzliche Erklirungen abgeleitet, die wiederum als
Indikatoren fiir Plausibilisierungen oder als Ansatzpunkte fiir Untersuchungen dienen und
so die Handhabbarkeit von Vorhersagen verbessern und die Implementierung der Modelle
fordern.

Stichworter: Bilanzmanipulation, Maschinelles Lernen, Interpretierbarkeit, Betrugsaufde-
ckung, Abschlusspriifung, Bilanzkontrolle
1. Introduction

After having peaked around the turn of the millennium for the last time, financial ac-
counting fraud has once again become paramount with massive incidents of international
interest such as Wirecard or continuing inquiries into potential further case, e.g., Adler
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Group (McCrum, 2020; Storbeck, 2022). The occurrence shows: Accounting fraud, espe-
cially if active and meticulously planned, can never be prevented entirely, despite the
existence of audits and enforcement structures. Currently, the result is increased sensitivity
in the auditing profession, tighter enforcement, and skepticism on the part of investors.

To address this issue and facilitated by an increasing amount of readily available da-
ta science applications, current research at the interface of accounting and information
systems has been exploring the potential of using machine learning to detect signs of
accounting fraud in firms’ financial reports as early as possible. The key strength of ma-
chine learning! is that the underlying model does not have to be explicitly programmed,
but rather learns relationships from existing data and observations (Samuel, 1959). In
this vein, during the last decade research has focused on developing machine learning
algorithms that identify accounting fraud as exactly as possible. This has resulted in a
most relevant drawback, namely a high number of false-positive predictions, i.e., the
erroneous classification of legally compliant cases as fraudulent. As machine learning
algorithms typically create black box models that do not allow the user to identify the
reason exactly why a financial report is classified as (non-)fraudulent, each false-positive
classification results in high costs resulting from, e.g., manual audit efforts and/or losses in
reputation or investment opportunities (Beneish & Vorst, 2022).

Whether further significant improvements in sensitivity can be achieved while reducing
the number of false-positive predictions at the same time is questionable as the amount of
training data is restricted due to the limited occurrence of accounting fraud events. Thus,
to lever the potential of machine learning algorithms in this field, another approach is
considered to be more promising. It consists in trying to make the fraud detection models
created by machine learning algorithms more transparent by implementing additional
analysis. First approaches even aim to analyze models’ interpretability locally at the level
of individual prediction, resulting in increased explainability (Craja et al., 2020; Zhang et
al., 2022).

We argue that following this avenue of research more closely makes it necessary to also
address the diverging perspectives of different user groups of financial statements as well
as their legal and operating environments resulting, e.g., in requiring different types of
additional explanations. For example, in a highly regulated sector with outstanding pro-
fessional requirements for expertise, concerns regarding trust, accountability, and efficient
implementation of human-machine-interaction-based applications must be considered.

To provide a detailed analysis on this subject, we select audit firms, enforcement author-
ities, and investors as primary user groups of accounting fraud detection models. For each
group, we consider scientific and professional literature as well as legislation on implica-
tions arising from legal requirements or organizational and operating circumstances to
answer the following research questions:

RQ1: What legal and organizational conditions drive the need for accounting fraud pre-
dictions’ interpretability?

RQ2: What behavioral interactions must be considered for effective and efficient imple-
mentation in a highly regulated setting with high professional requirements?

1 Even though machine learning (ML) is a form of artificial intelligence (Al), it is used synonymously
here because the Al systems in this paper are limited to machine learning approaches only.
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In a nutshell, our analysis suggests that even though different settings apply for diverg-
ing user groups of financial statements, an application of machine learning models for
detecting accounting fraud without additional transparency is reasonable only under very
narrow assumptions. Enforcement authorities can assess abstract risk for a risk-oriented
selection of firms to be audited in the context of sampling examinations and non-profes-
sional investors might reduce financial losses through avoiding investments in potentially
fraudulent firms. In contrast, user groups in other potential use cases are regularly pre-
vented from applying opaque models by legal and organizational restrictions and further
impairing behavioral factors.

Our paper therefore contributes to the literature on machine learning-based accounting
fraud detection first by offering a conceptual framework on major users’ demands for
more detailed explanations on a local level. Requirements are derived from and discussed
against the backdrop of legal and organizational environments. Second, our findings also
practically contribute by serving as a basis for future applications which focus more
intensely on the human-machine interaction by enabling a better understanding of predic-
tions which can subsequently be processed with professional expertise and complemented
by human intelligence, and thus, can increase trust as well as necessary professional
scepticism in machine learning applications.

The paper is structured as follows. In section 2, an overview on accounting fraud
detection as well as on machine learning-based detection approaches and current advances
in interpreting algorithmic predictions by so-called interpretable or explainable artificial
intelligence (XAI) is given. In section 3, we analyze the legal and operating circumstances
of auditors, enforcement institutions, and investors incorporating selected qualitative sup-
port and derive individual requirements for interpretable fraud predictions. Finally, the
need for explanations is discussed against the background of human-machine interaction
in a highly regulated field.

2. Interpretability of Machine Learning-based Accounting Fraud Detection
2.1 Accounting Fraud Detection

According to the Association of Certified Fraud Examiners (2022), occupational fraud
is a pervasive problem that involves varying costs and damages depending on the type
of fraud committed. Within the set of rules of the International Standards on Auditing
(ISA), as the most widely used audit standards and applied directly or indirectly in more
than 130 jurisdictions (IAASB, 2022), fraud is distinguished as intentional manipulation
from unintentional errors (ISA 240.2). Among the various types of organizational fraud,
e.g. encompassing embezzlement, insider trading, corruption or cover-ups (Moberg, 1997),
accounting fraud refers to a firm’s financial statements and is generally characterized
by over- or understatements, first, of assets and liabilities, and second of revenues and
expenses. Even though accounting fraud occurs relatively rarely, it regularly results in
large financial losses, and in the case of bankruptcy, e.g., with Wirecard (2020), also in
job loss as well as the impairment of the business ecosystems a fraudulent firm has been
part of. Decreasing the fraud risk by its detection at the earliest possible time is therefore
crucial for the efficiency of capital, labor and/or goods markets.

To avoid accounting fraud, firms implement internal control systems by corporate gov-
ernance exercised via a firm’s one- or two-tier board system. Still, these mechanisms might
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fail due to negligence or top management fraud. It is the role of a firm’s statutory auditors
to externally monitor the compliance of the accounting systems as well as the resulting
financial statements with all existing norms and regulations including professional stan-
dards so that they provide a true and fair view on the firm. Thus, undetected fraudulent
financial statements are assigned to the auditor's area of responsibility regardless of actual
responsibility for the failure, which is commonly known as the audit expectation gap (Koh
& Woo, 1998; Ruhnke & Schmidt, 2014), even if the standards clearly state the limits of
a financial statement audit in form of a reasonable assurance (ISA 200.5). Therefore, audit
research and practice strive for continuous improvement towards more effective audit
procedures and technologies, and the shift from traditional to digital audits including
machine-learning based fraud detection which is explicitly seen as an opportunity to
reduce this gap (Fotoh & Lorentzon, 2023).

As financial statements play a paramount economic role and manipulations can never
be fully prevented, national enforcement authorities re-examine the audited financial state-
ments on a sample or ad hoc basis. Within the European Union (EU), competencies are
codified in Article 4 of Directive 2004/109/EC (‘Transparency Directive’) and delegated to
national authorities, such as the German Federal Financial Supervisory Authority (BaFin).
Well-known counterparts are the Swiss Financial Market Supervisory Authority (FINMA)
or SEC.

Besides such regulatory requirements, price mechanisms on capital markets also serve
as an indirect external governance mechanism, as investors may act as a kind of market
corrective. While the average investor seeks to avoid downside risk by refraining from
investing in potentially fraudulent companies, identified risky companies can also be lever-
aged to profit, if investors sell the shares short and thus speculate on the discovery of
possible manipulation. Massa et al. (2015), e.g., state “that short selling functions as an
external governance mechanism” by a disciplining effect reducing earnings management,
with a practical example being Wirecard and the activities of Fraser Perring (Langenbuch-
er et al., 2020).

2.2 Machine Learning-based Detection Approaches

The common core of machine learning-based approaches to detect accounting fraud con-
sists in using disclosed financial data to train models with various algorithms. In contrast
to traditional programming techniques which explicitly implement rules to derive a given
output from a set of input data, machine learning algorithms use a training-based pro-
gramming approach by relating input data mathematically to a given output — in our case,
e.g., fraudulent vs. non-fraudulent financial statements to develop these rules internally.
If the training of the algorithm is successful, its application to a new set of financial
statements as input data then allows for a fast and automated classification and thus
the detection of accounting fraud. Machine learning models exceed human’s capabilities
not only because modern hard- and software is able to process vast amounts of data in
a short time, but especially because they are able to discover also unknown red flags,
i.e., complex relationships between input and output data pointing towards accounting
fraud but that are still ‘unknown unknowns’ to the human mind. This was considered
to be a key advantage especially since to date there are but few confirmed theories for
identifying financial statement manipulation (Fanning & Cogger, 1998). As a result, early
machine learning approaches assumed that more flexible algorithms are better able to
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capture and process more complex changes and relationships between multiple accounts,
which humans cannot do due to their limited capacity to absorb and process information
in the sense of information overload (Green & Choi, 1997). However, research as early
as by Beneish (1999a) emphasizes the importance of theoretically based variable selection
to cover manifestations of manipulations or structures that favor them, which is a first
indication that the successful application of machine learning is significantly influenced by
human expertise.

During the last decade, the availability of machine learning approaches led to a versatile
growth of the research stream in machine learning based empirical accounting research
(Sellhorn, 2020). Specifically in the field of fraud detection, on the one hand, more
diverse input variables were included that went beyond financial and governance variables
(Fanning & Cogger, 1998) and, e.g., also used textual data from disclosed narratives
like management discussions and analysis (MD&A) (Cecchini et al., 2010b; Goel et al.,
2010; Glancy & Yadav, 20115 Purda & Skillicorn, 2015). On the other hand, research
addressed the issue of selecting optimal algorithms, which, e.g., included support vector
machines in addition to regressions and neural networks (Cecchini et al., 2010a). Further,
possible optimizations in the training process, such as undersampling or cross-validation
approaches, were analyzed to increase the models’ performance (Perols et al., 2017).

As Dechow et al. (2011) state, all these approaches are critical as they offer on the
one hand the potential to improve the efficiency of the capital markets, but on the
other hand are costly in the case of classification errors. In terms of misclassifications
accounting fraud detection is inherently faced with highly imbalanced data. If this is not
adequately accounted for, models may tend to predict all observations as nonfraudulent
and still achieve accuracy measures which might seem to be outstanding (Perols et al.,
2017). However, this would neglect varying costs for different prediction outcomes and
would severely limit the meaningfulness of traditional performance measures as recall
or precision (Powers, 2011). In this context, Zahn et al. (2022) highlight the potential
for overall costs to be reduced if the smaller group of imbalanced data, in this case
fraudulent firms, are associated with higher costs in false predictions. Beneish (1999b,
1999a) assumes, e.g., a cost ratio for investors of false negatives to false positives of about
20:1 to 30:1. Therefore, an approach consisting only of non-fraudulent predictions cannot
be an option due to high costs arising from missed fraud cases. Furthermore, the costs
of error differ not only according to the type of error, e.g., whether a case of manipula-
tion was overlooked (false negative) or a company was wrongly classified as fraudulent
(false-positive), but different groups of users, i.e. auditors, enforcement institutions, and
investors, are also faced with varying misclassification costs. Beneish and Vorst (2022)
simulate the costs of applying different classification models from the perspective of these
user groups. Their results indicate that even though many machine learning-models are
highly sensitive with respect to detecting accounting manipulations, this regularly comes at
the expense of numerous false-positive predictions. As a bottom line of their research, they
conclude that misclassification costs in many cases are too high especially for audit firms.

To address this issue, one approach is to use traditional algorithms, e.g., regression
analysis, which is inherently interpretable but lacks the advantages of the machine learn-
ing-based approaches. As a compromise, Gepp et al. (2021) develop a contemporary
ensemble model by training an independent step-wise regression model, thus deriving
model coefficients for variables that might drive accounting fraud. Other approaches take
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a step towards interpretability in advanced decision-tree models, e.g., Random Forests, by
using post hoc feature importance to identify variables contributing to the likelihood of
fraud (Bao et al., 2020). Craja et al. (2020) identify clear textual indicators for accounting
fraud in companies’” MD&As by using Local Interpretable Model-agnostic Explanations
(LIME), eliciting certain phrases related to accounting fraud to provide additional guid-
ance, but it still remains open to what extent concrete starting points for plausibility
checks or further investigations arise. Concerning financial variables, Zhang et al. (2022)
recently succeeded in exemplifying for the first time the use of different approaches for
so-called explainable AT (XAI) in the audit context, which also offered initial interpreta-
tions of individual predictions and thus enabling the identification of the main drivers for
flagging and offering starting points for plausibility checks. Still, a differentiated analysis
from the varying point of view of different users in their legal and organizational context
is lacking.

2.3 Relevance of Interpretable Machine Learning

The field of interpretable machine learning has received considerable attention, at the
latest since 2017/2018 (Figure 1). The central object of research is to develop and apply
approaches and procedures to open the so-called black box of Al (Castelvecchi, 2016).
Although the idea of addressing black box models’ transparency is not new, demand has
grown because of the actual widespread and increasingly simple application of machine
learning-based systems (Samek & Miiller, 2019). In this context, terms comprising XAI,
Explainable Al, or Interpretable Machine Learning refer to a common core (Adadi & Ber-
rada, 2018). In spite of the popular and widespread usage of the phrase ‘explainable’ Al,
the term ,interpretable’ (machine learning) is no less common in science. In the following,
both terms are used synonymously.
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Figure 1: Google trends search related to interpretable machine learning (all categories)

A common understanding of interpretability is crucial to concepts like XAIL We follow
Miller (2019), who defines interpretability as “the degree to which an observer can
understand the cause of a decision” and further equates the terms interpretability and
explainability. A widely used approach to substantiate the phenomenon of XAI comprises
two essential components, namely “produce more explainable models while maintaining a
high level of learning performance” and “enable human users to understand, appropriate-
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ly trust, and effectively manage the emerging generation of artificially intelligent partners”
(Gunning, 2017).

The first aspect targets the performance interpretability trade-off. In simplified terms,
this trade-off means that better algorithmic performance with respect to classification
tasks is usually achieved at the expense of interpretability. However, this is not always
the case: Sometimes, transparent models with simple underlying relationships can also
achieve superior performance, providing so-called model-inherent explanations. But as
contemporary machine learning applications are increasingly based on complex relation-
ships between input and output data, e.g., by using algorithms based on support vector
machines or neural networks, current approaches to interpretable machine learning pro-
vide post hoc explanations based on approximations as, e.g., surrogate models (Adadi
& Berrada, 2018). This is accomplished by conducting additional analyses to provide
insights in how a given classification is achieved, or, in other words, to allow for a peek
into to the algorithm’s black box. The advantages of such post hoc analyses are twofold.
First, they are often model-agnostic, i.e., independent of the underlying algorithm. Second,
the trained model itself and its performance remain unaffected because the analyses are
applied within the already trained model.

From a technical point of view, interpretable machine learning comprises an ever-grow-
ing number of approaches to explain models. Feature relevance explanations, e.g., refer to
quantitative scores which variables contribute most to a model’s prediction. In contrast,
visual explanation aims at illustrating mechanisms, while text explanations go beyond
by attempting to provide text-based explanations of models’ functionalities (Arrieta et
al., 2020). A further aspect of the techniques is scope. A large part of recent empirical
research attempts to analyze higher-level relationships between selected variables in ex-
periments, surveys or archival-data based studies. In this context, weights from linear
regressions can be described as globally interpretable as they reflect the context at the
level of the entire model. The same applies to the previously listed feature relevance
explanations such as feature importance. In contrast to global interpretability, some post
hoc approaches generate explanations only at the local level, that is within a very much
restricted scope. In that case, interpretations are derived on the level of individual pre-
dictions. Le., the approaches are based on slightly manipulating input data around an
observation while observing their effects on the prediction, resulting in simplified locally
valid models (Molnar, 2022).

With post hoc explanations, the second aspect of human user enablement is addressed.
These analyses enable an improved information transfer which is more comprehensible
and also more targeted, thus enhancing decision making. The diversity of approaches
leads to some of them being regarded as more or less human-like and human-friendly
(Adadi & Berrada, 2018). As the terms indicate, human-like refers to the extent to which
the approaches outputs resemble explanations of humans. Human-friendly describes how
well explanations can be understood by humans. This is significantly influenced by how
contrastive, selective and social the explanations are, which are considered decisive factors
for explanations’ quality (Miller, 2019).

3. Multi-User Demand for Predicting Accounting Fraud

Dechow et al. (2011) highlight that multiple user groups could benefit from effective
and efficient machine learning-based fraud detection approaches. We focus on the main
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groups of users that primarily employ financial statement analysis in practice, which
are similarly classified by Beneish and Vorst (2022), focusing on the legal as well as
organizational environment in which the users operate. On this basis, the individual
demand for interpretable models will be derived before discussing their potential in terms
of human-machine interaction covering issues of trust, expertise, and accountability.

3.1 Audit

The ISA require auditors to provide reasonable assurance about whether financial state-
ments are free from fraud or error by collecting sufficient evidence to reduce the risk of
an erroneous audit opinion to an acceptably low level (ISA 200.5). Risk-oriented planning
of audit procedures within a specific audit engagement is essential, where risks have to
be identified and determine the audit strategy and program (ISA 300.9 & AS8). ISA 315
(revised) therefore requires the identification and assessment of risks at both the financial
statement and the assertion level while the risk assessment alone does not constitute
audit evidence (ISA 315.4 — §5). This also implies that an isolated prediction would not
suffice. Instead, it must be possible to conclude the prediction’s driving factors to obtain
sufficient appropriate audit evidence (ISA 240.10b). This particularly applies to potential
fraud, where specific indicators must be identified on which further audit procedures
can be planned (ISA. 240.11). As required by ISA 520.4, analytical procedures involve
analyzing plausible relationships. Here, too, driving factors must be identifiable to check
relationships and patterns for plausibility.

In each individual audit engagement, the objective is to obtain sufficient audit evidence
that “enable[s] the auditor to draw reasonable conclusions” (ISA 200.17). Therefore,
according to ISA 200.A32, relevant and reliable evidence is needed. As ‘reasonable’ im-
plies, both comprehensibility of content and its formal documentation must be ensured.
In this context, documentation on matters of risk and related professional judgment is
explicitly made essential (ISA 230.A8-A9) which guarantees that the auditor’s procedures
and decisions can be traced at any time:

“Documentation of the professional judgments made, where significant, serves to ex-
plain the auditor’s conclusions and to reinforce the quality of the judgment.”

As the Institute of Public Auditors in Germany (IDW) specifies within an examination
note, these requirements apply irrespective of the technology:

“The documentation of the data analysis in the working papers has to be done in such
a way that the traceability of the audit results is possible independent of the analysis
tool used and the underlying data set.” (Translation of German IDW PH 9.330.3.78)

Moreover, quality assurance standards are relevant at the audit firm level, which address
risks regarding to the client structure as well as the associated decisions on acceptance,
continuation, or resignation of mandates. An assessment of the integrity of management
for the acceptance or continuation of a mandate is required, and there must be no infor-
mation that would cast doubt on this (ISQC 1.26). In Germany, it is specified that liability
risks or risks of loss of reputation must be explicitly considered (IDW QS 1.72), including
aspects such as aggressive accounting practices, for which explicit individual drivers must
be identifiable (IDW QS 1.74).
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While audit firms tend to emphasize the performance of their technology in their
external communications, professional associations and regulators take a more critical
role. The American Institute of Certified Public Accountants and Chartered Professional
Accountants of Canada (2020) directly question the ability of unexplained approaches
being considered as appropriate audit evidence:

“If the auditor cannot explain or evaluate the results from an Al audit tool, can they
conclude that they have obtained sufficient, appropriate audit evidence from the Al
audit tool to form an opinion?”

In a similar vein, the Canadian Public Accountability Board (2021) refers explicitly to an
"explainability risk”, which must be considered when implementing advanced technolo-
gies:

“Firms should consider how they will respond to the explainability risk, including how
they will test and document (i.e., explain) whether the ATT are achieving their intended
purposes.”

The professional literature also shows similar challenges across jurisdictions which sound
more restrained than the audit firms’ communications. E.g., articles from the CPA Journal
highlight both, the potential of machine learning based approaches but as well increased

documentation requirements, for which it has not yet been conclusively clarified what they
must include (Dickey et al., 2019):

“Finally, although machine learning has great potential, its models are still currently
limited by many factors, including [...] human understanding and judgment.”

“Rather than simply documenting why certain procedures were performed and explain-
ing why samples were representative of total populations, auditors will need to docu-
ment their evaluation and application of the data analysis.”

Examples from the German WPg underline these challenges and requirements. Marten and
Harder (2019) share the opinion, that traceability still is a major obstacle for appropriate
documentation:

»One difficulty, however, is the traceability of the evaluations by third parties, since the
data and selected parameters are often not documented.“ (Translated)

Therefore, outputs must be comprehensible and be put into professional context before
an actual implementation into decision making processes can be achieved (Thomas et al.,
2021):

“Only technically relevant results on which an auditor can rely in terms of content
and whose origin is plausibly comprehensible to him can meaningfully support him in
interpreting the data and ultimately in his decision-making.” (Translated)

Otherwise, auditors could run the risk of following non-transparent and misleading out-
puts (Rapp & Pampel, 2021):

“Since the use of Al can lead to audit procedures becoming a kind of black box and
results or information ex post no longer being (fully) comprehensible by the auditor in
case of doubt, there is a risk — even when used as a decision support tool — that auditors
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- consciously or unconsciously — rely on precisely this information that is not (fully)
comprehensible.” (Translated)

In addition to the legal perspective, organizational circumstances of audit firms must
be taken into account. As the quality standards stipulate, decisions on the acceptance,
continuation or resignation of mandates must be carefully considered and incorporated
into client portfolio risk management. According to Johnstone and Bedard (2004), the risk
of accounting fraud is more important than insolvency risks regarding potential liability
risks in terms of client portfolio management. Inconsistent results suggest, first, that audit
firms generally tend to reject risky engagements rather than actively respond to risk with
higher fees (Johnstone, 2000), and second, that in case of continuation of a mandate and
a higher risk, e.g., for earnings management, higher fees are first enforced as long as the
risk is acceptable. Otherwise the mandate is resigned (Krishnan et al., 2013). This risk
avoidance can be moderated through expertise. Provided that specialists are available to
respond appropriately to the risks, audit firms are more willing to perform audits even
under increased risk (Johnstone & Bedard, 2003). However, in the extreme case, this
development is threatened by market failure due to adverse selection if risk exceeds an
acceptable level (Akerlof, 1970). That this is not just a theoretical threat is illustrated by
the recent case of the Adler Group in Germany, which is no longer able to find an auditor
after BaFin announced detected errors (Bender et al., 2022).

Overall, the legal requirements in the context of an individual audit engagement appear
to be uniform. The central area of application of the models presented is risk identification
and assessment. The various standards require a high degree of traceability here. It must
be clearly documented whether and explicitly which risks have been identified, and how
these have been addressed by subsequent audit procedures. The same requirements for
interpretability arise from quality standards at the more abstract level of the audit firm,
primarily to support fundamental decisions on the acceptance or continuation of man-
dates. From a client portfolio management’s perspective, a general fraud risk prediction
can offer a first insight into the overall risk structure. Interpretable predictions on a
global level, i.e. identification of driving factors over all firms considered by the model,
do not provide sufficient insights for none of the use cases since they only describe which
variables contribute to the model’s predictions in general but neglect the clients’ individual
risk profile. In order to address risk properly by deploying specialists in a targeted manner,
explicit starting points, and thus locally interpretable predictions, are required.

3.2 Enforcement

Despite all regulatory adjustments and advanced techniques, audited statements may still
contain errors or even deliberate manipulations. Therefore, unqualified audit opinions
should not provide false assurance, as there may be a residual risk of manipulation
(ESMA, 2020). To analyze the conditions for enforcement, fundamental European regula-
tions are used and examined based on exemplary implementation in Germany. To this
end, Art. 24 of the Directive 2004/109/EC delegates the competence to carry out financial
reporting enforcement to national authorities, e.g., the German Federal Financial Supervi-
sory Authority (BaFin).

ESMA provides guidelines for the enforcement design, so that a minimum of generaliz-
ability is given. The guideline’s core combines risk-oriented and random selection of firms
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to be audited (ESMA, 2020). The random selection ensures that each company is audited
at least once within a certain period of time. In German, the risk-oriented selection distin-
guishes between concrete and abstract risk. Concrete risk presupposes specific indications
of possible misstatements and results in ad hoc examinations. The abstract risk-based
selection is more general and is intended to ensure that risky companies, albeit without ex-
plicit indications, are audited with a higher probability (FREP, 2018). Additionally, BaFin
only discloses the use of IT-supported market monitoring and largely automated media
analysis for risk assessment. Due to confidentiality obligations, the technical design’s
performance or interpretability remains unclear (Hanenberg & Kostjutschenkow, 2021).

Although BaFin does not communicate detailed information about its own systems, it is
possible to observe the requirements that BaFin places on risk monitoring systems used by
the companies it supervises. It is clear from this, BaFin addresses the lack of explainability
of models as published in the BaFin Journal (Fahrenwaldt & Nobl, 2022):

“For BaFin, the Bundesbank and the consultation participants, a key criterion for the
successful use of machine learning is the explainability of ML methods.” (Translated)

One approach which is explicitly recognized for systems of companies supervised by BaFin
is interpretable machine learning (Federal Financial Supervisory Authority, 2022):

“Therefore, XAl should be a part of the validation before the model is put into opera-
tion and during operation. XAI could also be used to identify the essential variables and
thus construct an almost causal model.” (Translated)

Enforcement authorities fundamentally differ from audit firms as they are not profit-ori-
ented, do not bear any potential financial losses, and employees can only be personally
prosecuted in the case of at least grossly negligent behavior. But, they are virtual trustees
for the reputation, i.e., trust and efficiency of the capital market within a jurisdiction.
According to Ewert and Wagenhofer (2019), more vigorous enforcement can lead to
improved quality of financial reporting, e.g., due to reduced earnings management. But
a stricter enforcement can also have a preventive effect in other areas. The areas have in
common that stricter enforcement brings a higher probability of detection and is anticipat-
ed by the companies to reduce their misconduct (Shimshack & Ward, 2005).

From the regulatory perspective, for identifying abstract risk candidates a simple predic-
tion without any explanation might suffice. But a high false-positive rate could also make
the use impracticable if too many companies are classified as risky. In contrast, a simple
risk prediction is insufficient when assessing the concrete risk for subsequent ad hoc
examinations. This applies equally, taking limited resources into account, which should be
allocated as targeted as possible to maintain a high reputation of a jurisdiction’s capital
market. For these purposes, specific indications must be identifiable on the firm level. Le.,
locally interpretable predictions are required for plausibility checks by human experts or
offering starting points for further investigations.

3.3 Investors

Unlike auditors and enforcement authorities, investors operate in an environment that
does not legally expect them to identify accounting manipulations. Therefore, the focus is
more on economic aspects than legal framework conditions.
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Research on non-professional investors shows that awareness and inclusion of the fraud
risk assessment are associated with better overall returns (Brazel et al., 2015). Overall
returns can, firstly, be reduced by direct losses due to investments in fraudulent firms,
and secondly, by foregone profits due to investments that have not been made because
of false-positive fraud predictions (Beneish & Vorst, 2022). To evaluate fraud risk, one
approach assesses the credibility of management’s disclosure by checking the disclosure’s
inherent plausibility (Mercer, 2004). In contrast to non-professional investors, institution-
al investors have more resources and expertise to assess these risks and take a significantly
stronger position towards a company. When institutional investors are distracted, this
might, e.g., lead to increased governance risks (Liu et al., 2020). Therefore, especially
institutional investors should intensively monitor their current and potential investments.

Instead of avoiding risks, potentially fraudulent firms can be identified as short-selling
targets. Massa et al. (2015) suggest, “the invisible hand of short selling” can prevent risk
due to anticipation and reduced earnings management. In addition to reducing earnings
management, short selling can also contribute to detecting fraud (Fang et al., 2016).
According to Karpoff and Lou (2010), the added value of short selling lies in an earlier
detection and price correction closer to the fundamental value.

Overall, demand is more heterogeneous. For some non-professional investors, simple
fraud risk predictions might be sufficient. This is in line with Beneish and Vorst’s (2022)
findings, suggesting that some models might be appropriate for cost-efficient risk assess-
ment under very narrow assumptions. Further requirements can be concluded especially
for institutional investors. Locally interpretable predictions can be used for three purposes.
First in terms of risk management, more detailed explanations offer additional guidance
that helps to differentiate between fraud and non-fraud cases. The statement’s plausibility
can be better evaluated by guided human expertise and thus improve investors’ decisions.
Second, short sellers can improve their identification of potential targets, if locally in-
terpretable predictions do not provide a plausible explanation other than for potential
fraud. Third, only locally interpretable predictions allow detailed investigations on how
models make accurate predictions. It is essential to rule out the possibility, that, e.g., high
revenues or profit figures per se lead to a fraud prediction, as fraudulent firms generally
tend to overstate these figures.

4. Human-Machine Interaction: Impact of Accountability and Domain Expertise on Trust
and Implementability

As machine learning-based accounting fraud detection is affected by technical and legal
conditions, the key success factor is an effective human-machine interaction. As behavioral
components are crucial, the demand for interpretable predictions therefore interacts with
accountability, expertise, and trust in this highly regulated setting.

First, trust in the underlying functionality is a necessary condition for the use of any
technical device. As research suggests, auditors tend to rely more on humans than on
machine learning models in case of contradictory information (Commerford et al., 2022).
This indicates that existing models, taken in isolation, are rather unsuitable for actual
deployment. Therefore, ways must be adapted to increase trust. In this vein, Glikson and
Woolley (2020) argue that transparency and reliability interconnect. Increased transparen-
cy can contribute in two ways: in the evaluation of a model and in its actual application.
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Alongside traditional prediction performance measures, post hoc analyses of inter-
pretable machine learning can significantly supplement a model’s evaluation. Accuracy
measures provide information about whether the model correctly predicts test data. How-
ever, models can be biased and might not adequately adapt to future changes or unknown
cases. Therefore, it is of key interest to examine the models’ inherent mechanisms. Evalu-
ating these mechanisms especially enables an examination of possible biases. E.g., a model
which correctly identifies fraudulent firms but is characterized by a high false-positive rate
requires further investigations. It must be ruled out that false-positives are simply driven,
for example, by high sales or high-profit levels but are not able to target manipulated
accounts. If investment strategies otherwise falsely exclude these profitable and growth
companies on a large scale, i.e., forgone profits, it would make these models inapplicable.

For this detailed examination variables’ weights in a global scope, as estimators of a
regression, would only offer first insights how a model overall might work. Bao et al.
(2020), e.g., incorporate feature importance in supplementary analyses to compare the
highest scores with most frequently manipulated accounts. However, this approach cannot
ensure that the corresponding variable also drove the prediction of a given manipulation.
As fraud cases are more complex and could cover opposing effects of different types
of manipulations, the expressive power of global explanations is significantly limited.
In contrast, approaches offering locally interpretable predictions allow for each individu-
al company to understand why a specific fraud risk was stated. The identification of
contributing features for individual predictions can subsequently be compared to actual
manipulated accounts. If a model succeeds in indicating manipulated accounts, this will
offer supportive indication for a model’s quality in detecting fraud and thereby increase
trust in a model even before the operative application. Conversely, any significant biases
identified could rightly point to a lack of fit of a model which could justifiably entail a
lower level of trust or even warn against the use of inappropriate models.

In addition to the previously discussed complementary dimension of evaluation, trans-
parency of systems can further enhance trust during the operative decision making pro-
cesses (Mercado et al., 2016). Local explanations have a higher degree of transparency,
since not only global mechanisms are considered, but explanations at the level of the
individual company are made possible. Thus, users can observe, at least in a simplified
way, how a model arrived at a certain prediction outcome.

Second, primary users operate in a highly regulated setting when assessing fraud risk.
Even if sufficient technical trust is given, it is questionable whether legal certainty exists
or whether the lack of it inhibits models’ use. According to Bedué and Fritzsche (2022)
public or legal accountability raises concerns in Al applications. This is likely to be the
case in highly regulated environments. As Beneish and Vorst (2022) indicate, litigation
risks could, e.g., arise in case of positive fraud predictions in previous years if the fraud
has not been discovered immediately.

Regarding legal certainty for auditors, audit standards are deliberately formulated in a
technology-independent manner to cover a wide range of future developments. However,
requirements for traceability and documentation are also imposed on all applications,
irrespective of the technology. The extent to which interpretable machine learning can
ultimately guarantee legal certainty cannot be conclusively clarified. It is conceivable that
the standards could be concretized to explicitly cover these kinds of technologies to ensure
legal certainty. Otherwise, it remains to be seen how courts or professional regulators
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would decide in proceedings. Technically it can be stated, that globally interpretable
explanations, e.g. feature importance, are rather unsuitable for legal justifications, espe-
cially for further audit planning to address risks, because they try to explain the effects
of the model as a whole, but neglect the particularities and possibly diverging effects
with respect to individual observations. However, local interpretable predictions explicitly
highlight why a certain prediction has been made. Clear documentation on the prediction,
its driving factors, and how risks are addressed, e.g., by further audit procedures, might
reduce the risk of personal liability (Krieger et al., 2021).

Third, the users’ expertise is indispensable. Technical expertise in machine learning,
along with transparency, and liability, is a driver of trust in applications (Bedué & Fritz-
sche, 2022). The domain expertise seems to have more complex effects. Bayer et al.
(2021) show that domain expertise alone has a negative effect on the intention to trust. In
contrast, if the level of expertise is high, additional explanations can increase the trusting
intention. In this context, Dikmen and Burns (2022) point out the danger that additional
explanations could convey false certainty and that predictions are followed uncritically. To
mitigate the risk, they point out the need for accurate interpretation of the explanations,
which requires professional domain knowledge. Shin (2021) shows that explanations are
helpful for trust building but that a comprehensible possible causability can additionally
increase emotional confidence in the application. This assessment is explicitly part of the
main task of applying accounting fraud detection models: It is not a matter of blindly
following predictions but of questioning them and their drivers, checking their plausibility,
and, if necessary, initiating further investigations. This is particularly necessary when de-
velopments could not yet be learned from models. Since both, data on financial statements
and fraudulent firms, are available with a time lag, time-lagged learning is unavoidable
to a certain extent. Therefore, human expertise incorporating recent developments of a
company’s business environment is essential in addition to the system.

As illustrated and concluded in Table 1, especially in this use case of machine learning
models in a highly regulated context, human-machine interaction is crucial. It is essential
to properly assess the potential and the limits of a model with technical know-how to
be able to place a basic level of trust in it. Appropriate domain expertise and critical
consideration of possible liability risks complement the assessment of an application’s
abilities. As Liu (2022) concludes, in an adjacent application area, machine learning appli-
cations should be used as complementary guidance, which outperform humans in terms of
covering large amounts of hard information to identify conspicuities. The true potential
is raised when humans with expertise incorporate additional, partly soft, information
to make the most comprehensive assessment, which neither the machine nor the human
alone would have been able to do.
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5. Conclusion

This paper identifies factors that inhibit implementing machine learning-based accounting
fraud detection models for relevant user groups. Specifically, the perspectives of auditors,
enforcement institutions, and investors are considered. Factors are classified as legal or
arising from organizational and operating conditions. Particular emphasis has been put on
discussing further behavioral implications resulting from the highly regulated setting and
outstanding requirements for professional expertise.

Concerning our first research question on legal and organizational conditions that drive
users’ needs for predictions’ interpretability, our analysis provides reasons to assume a sig-
nificant demand for more transparent models. For auditors and enforcement institutions,
transparency of their procedures is a regulatory requirement. This especially intensifies
the demand for auditors for interpretable approaches and associated legally compliant
documentation. From a business perspective of audit firms, client portfolio management
could be improved by more transparent risk assessments. From a national perspective
and its enforcement, explainable predictions could enable more efficient allocations of
resources. Intensified risk-oriented selections could result in a higher reputation of capital
markets, thus increasing trust and overall market efficiency. Investors, on the other hand,
are in general not affected by legal obligations. Their need for explanations results from
other reasons. Institutional investors could, e.g., benefit from additional and transparent
fraud risk assessments to reduce financial losses. However, forgone profits from avoiding
investments in false-positive predicted firms might be prevented if conspicuity can be
checked for plausibility with professional judgment.

Regarding the second research question, behavioral interactions between accountability,
expertise, and trust must be appropriately considered. In general, technical know-how
can increase trust in technology. For auditors, it must be ensured that, with appropriate
documentation, they can justify conclusions from machine learning-based predictions with
legal certainty. Otherwise, even though there might be sufficient trust in the technology’s
ability, non-compliance would still prevent its use. In contrast, domain know-how can
reduce confidence in technology due to stronger questioning of its abilities compared
to human expertise. Since these application cases are in a setting of high professional
expertise, transparency in the form of additional explanations is required to reverse this
effect.

To conclude, this paper offers a conceptual framework on conditions and behavioral
requirements of users’ needs for an explanation of machine learning models. Our findings
can serve as a basis for future applications that focus more intensely on the human-ma-
chine interaction. Transparent predictions offer insights into which variables contributed
to the prediction. These indicators can subsequently be evaluated by human experts in
terms of plausibility. On the one side, this might increase trust in machine learning appli-
cations. On the other side, potential weaknesses could be identified, and areas pointed out
where a critical basic attitude towards the application seems reasonable.

Findings in this paper are limited to accounting and information systems literature as
well as relevant standards and legislation. In addition, we encourage research on an inter-
view basis covering multiple perspectives. Concerning the legal level and here considered
ISA, which are directly or indirectly applicable in most jurisdictions, only high-level EU
legislation and exemplary German implementation of enforcement have been included. We
further encourage broadening research on enforcement, particularly outside the EU.
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Finally, the evaluation of models’ explanations has been studied far too little up to now
(Vilone & Longo, 2021). Due to the decisive role of reliability for actual implementation,
accounting fraud detection models and their explanations need to be evaluated locally for
individual predictions to determine their true potential.
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