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Abstract: The technological capabilities of Artificial Intelligence (AI) 
have significant implications for the auditing profession. Neverthe­
less, there is no guidance on the use of AI, which is preventing its 
widespread adoption within the profession. To make use of AI’s 
functionalities, there is a need for guidance on how AI can be used 
to gather sufficient and appropriate audit evidence. Thus, utilizing 
Design Science Research, the present study developed the AI Cat­
egorization and Classification (AI-CC) Method as a central artifact 
to provide guidance on the use of AI within the profession. The tar­

get users of the AI-CC Method are regulators, standard setters, the strategic management 
of the Big Four, and individual auditors. A comprehensive evaluation involving several AI 
experts across Germany confirmed the overall usefulness of the AI-CC Method for the 
entire auditing profession.
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Eine Methode zur Kategorisierung und Klassifizierung von Künstlicher Intelligenz für den 
risikoorientierten Prüfungsansatz

Zusammenfassung: Die technologischen Möglichkeiten der Künstlichen Intelligenz (KI) 
haben erhebliche Auswirkungen auf den Berufsstand der Wirtschaftsprüfer. Dennoch gibt 
es keine Leitlinien für den Einsatz von KI. Dies verhindert ihre breite Anwendung in der 
Branche. Um die Funktionalitäten der KI nutzen zu können, bedarf es einer Anleitung, 
wie KI eingesetzt werden kann, um ausreichende und angemessene Prüfungsnachweise zu 
sammeln. Daher wurde in der vorliegenden Studie unter Verwendung von Design Science 
Research die KI-Kategorisierungs- und Klassifizierungsmethode als zentrales Artefakt ent­
wickelt, um eine Anleitung für den Einsatz von KI in der Praxis zu geben. Zielgruppen der 
Methode sind Regulierungsbehörden, Standardsetzer, das strategische Management der 
Big Four und einzelne Prüfer. Eine umfassende Evaluierung, an der mehrere KI-Experten 
aus ganz Deutschland beteiligt waren, bestätigte den allgemeinen Nutzen der Methode für 
den gesamten Berufsstand der Wirtschaftsprüfer.

Stichworte: Künstliche Intelligenz, Maschinelles Lernen, Tiefes Lernen, risikoorientierter 
Prüfungsansatz, Prüfungsstandards, Wirtschaftsprüfung
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Introduction

The overarching goal of a financial statement audit is to enable the auditor to derive 
an audit judgment concerning the degree to which the financial statements are aligned 
with pertinent accounting standards (International Standard on Auditing (ISA) 200.5 and 
200.11 (a), IFAC, 2009a). Thus, the initial performance metric of concern in the auditing 
process is its effectiveness, which is defined of issuing an audit judgment with reasonable 
assurance, and another performance metric of concern is the efficiency of the audit proce­
dures to be conducted, meaning that the most cost-effective auditing procedures should 
be selected and implemented (Marten et al., 2020). Consequently, the primary objective is 
issuing an audit judgment with reasonable assurance while minimizing the audit costs, in 
compliance with the existing ISA 200 (IFAC, 2009a). It has been shown that this primary 
objective of a risk-based audit can be achieved by utilizing Artificial Intelligence (AI) 
(Fedyk et al., 2022).

In today’s technologically evolving environments, auditors’ tools and techniques have 
been subjected to significant changes based on emerging relevant audit information from 
internal and external sources (Vasarhelyi et al., 2015; Warren et al., 2015). Furthermore, 
increasing processing power of cloud systems, graphics processing units (GPUs), and 
evolving software resources, yield to a rise of AI (Kokina & Davenport, 2017) which has 
significantly impacted the auditing profession (Austin et al., 2021; Feliciano & Quick, 
2022). Studies suggest that by 2026, organizations will experience an improvement of 
over 50 % in operationalizing AI (Gartner, 2024) and by 2025 approximately 30 % 
of corporate audits will utilize AI-based judgement support (World Economic Forum, 
2015). Thus, auditing firms are already increasingly focusing on the development of 
AI-augmented auditing techniques (World Economic Forum, 2015). It seems challenging 
for an auditor to gather sufficient appropriate audit evidence by relying merely on tradi­
tional approaches, without utilizing AI (Kokina & Davenport, 2017). More than ever, 
auditors are challenged to advance their technological capabilities (Warren et al., 2015). 
Therefore, auditors shall reconsider existing auditing procedures or combine them with 
AI-Technologies1 to meet the key performance metrics of effectiveness and efficiency in 
issuing audit judgments with reasonable assurance (Issa et al., 2016).

Nevertheless, there are currently major barriers to the widespread adoption of AI within 
the auditing profession. Although some researchers have identified missing guidance for 
auditors in this regard as one of such barriers (Austin et al., 2021; Christ et al., 2021), 
there has been little response to this matter to date. Recent studies on AI have focused 
on highly specialized use cases, such as fraud detection (Schreyer et al., 2018), contradic­
tion detection (Deußer et al., 2023), KPI extraction (Hillebrand et al., 2022), and audit 
sampling (Schreyer et al., 2020), and there is still no systematic guidance in identifying the 
most promising AI-Technologies for gathering sufficient and appropriate audit evidence. 
As a result, auditing firms are endeavoring to utilize AI in real-world audit settings based 
only on their own empirical experiences (Brenner et al., 2020; Salijeni et al., 2021), and 
the application of AI in practice remains in the research and development stage (Gierbl et 
al., 2021; Krieger et al., 2021).

1

1 The term “AI-Technologies” is used to address several methods and algorithms, including AI, Machine 
Learning, or Deep Learning. The paper always refers to these technologies using the term “AI-Tech­
nologies”.
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As a first step to overcoming the barriers to AI implementation, the International Audit­
ing and Assurance Standards Board (IAASB) established a technology consultation group 
that provides auditors with non-authoritative guidance in utilizing AI in addition to the 
existing ISAs (IAASB, 2024). Furthermore, the IAASB clarified that the existing risk-based 
audit approach does not need to be fundamentally modernized because the underlying 
ISAs are principle-based and therefore allow the use of AI (IAASB, 2022). The present 
study aimed to build on these recent developments in providing the auditing profession 
with additional guidance in utilizing AI.

Due to the complexity of AI-Technologies and the variability of several risk-based 
audit procedures that are necessary during an audit, the assessment of AI-Technologies 
to determine the most promising among them for gathering sufficient and appropriate 
audit evidence is not straightforward. Furthermore, existing research and modernized 
audit standards, such as ISA 315 (Revised 2019) (IAASB, 2019) do not give concrete 
assessment guidance to practitioners. Thus, there has been limited systematic assessment 
of the applicability of AI-Technologies to the risk-based audit approach. The present study 
sought to solve this real-world problem by answering the following research question: 
How can the applicability of representative AI-Technologies to the existing risk-based 
audit approach be systematically assessed?

To solve the aforementioned real-world problem, the present study proposes the AI 
Categorization and Classification (AI-CC) Method as its central artifact, based on the 
design science research (DSR) paradigm (Hevner et al., 2004; Gregor & Hevner, 2013). 
The AI-CC Method consists of two components that technically define the artifact as 
a method: (1) a categorization framework with dimensions, requirements, and analytics 
as components and (2) the assessment process describing how to utilize the artifact. 
The method was designed to enable organizations’ units responsible for implementing AI 
(Fedyk et al., 2022), such as regulators, the strategic management of the Big Four, and 
individual auditors from smaller auditing firms, to systematically assess AI-Technologies’ 
capabilities to the risk-based audit approach. Thus, the developed artifact increases the 
chances of attaining the primary objective of an audit by identifying AI-Technologies 
that can best foster effectiveness and efficiency in audit procedures. It allows for a more 
objective assessment of the best AI-Technologies to use for auditing purposes. Further­
more, the developed AI-CC Method illustrates a research-based solution with practical 
implications for determining when and when not to utilize a specific AI-Technology to 
gather audit evidence. Therefore, the method addresses the explicitly stated problem of 
lack of guidance in utilizing AI within the auditing profession and thus responds to the 
calls for more practically relevant research contributions (Bennis & O’Toole, 2005; Corley 
& Gioia, 2011; McCarthy, 2012; Waymire, 2012; Wood, 2016; Summers & Wood, 2017; 
Peffers et al., 2018; Moon & Wood, 2020; Burton et al., 2021; Rajgopal, 2021; Burton, 
Heninger, et al., 2022; Burton, Summers, et al., 2022).

This paper was structured according to the DSR methodology of Peffers et al. (2007). 
Having identified the real-world problem and defined the overall objectives of the AI-CC 
Method, the paper provides a structured literature review in section 2 and describes the 
research design for the development of the method in section 3. Section 4 explains the 
method, section 5 demonstrates its use, and section 6 presents a detailed evaluation of 
it. Section 7 discusses the study’s contributions, and section 8 closes the paper with a 
conclusion.
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Literature Review

Through a structured literature review, the present study ensured the novelty of the de­
veloped artifact by confirming that the AI-CC Method or a similar method had not been 
previously developed under the lens of DSR. Based on the requirements for the rigor of 
a literature search, the structured literature review (see Appendix I) identified previous 
studies that utilized DSR in the field of emerging technologies in auditing and accounting 
(vom Brocke et al., 2009; vom Brocke et al., 2015). The aim of the review was to identify 
DSR research contributions regarding advanced Data Analytics employing AI, Machine 
Learning (ML), or Deep Learning (DL), and additional emerging technologies affecting 
the auditing and accounting profession. This more general view on emerging technologies 
was adopted because of the novelty and rarity of research contributions in the field of 
auditing and accounting that have been explicitly developed under the DSR paradigm. 
Furthermore, the scope of the search was broadened to identify existing artifacts with 
functions similar to those of the AI-CC Method. The identified DSR contributions were 
supplemented by implicit DSR contributions from the existing literature to ensure the 
selection of studies on artifacts representing the current state-of-the-art.

Explicit DSR Contributions

There is a major body of DSR contributions focusing on the enhancement of risk-based 
audits of financial statements with emerging technologies. One focus area of audit phases 
enhanced, especially by AI and advanced Data Analytics is initial risk assessment. Some 
studies have focused on information integration by combining XBRL data with textual 
data extracted from MD&A to foster decision-making (Chou et al., 2016), advanced 
expert systems (Lombardi & Dull, 2016), and enhanced fraud risk assessment by utilizing 
geographical data in the form of spherical distances (Huang et al., 2022). Other studies 
have focused on cluster analysis of governmental data (Alzamil et al., 2021) or analyzing 
the textual contents of annual reports to predict financial performance (Mousa et al., 
2022). In addition, Robotic Process Automation (RPA) has been shown to be capable of 
automating repetitive tasks, enabling auditors to devote more time to carrying out risk 
assessment procedures (C. A. Zhang et al., 2022). Eulerich et al. (2022) provided detailed 
guidance on how to identify the most suitable tasks to automate with RPA.

Observing inventory counts through drone-enabled technology (Appelbaum & Nehmer, 
2017), improving in the detection of material weaknesses in internal controls by apply­
ing ML (Nasir et al., 2021), and process mining studies utilizing journal entry data, 
taking into account the booking logic in Enterprise Resource Planning (ERP) Systems 
to improve internal control evaluation (Werner & Gehrke, 2015; Werner, 2017, Werner, 
2019; Werner & Gehrke, 2019), are recent DSR contributions attributable to internal 
control evaluation.

Substantive Procedures are also covered by recent DSR contributions. Frameworks have 
been developed and used to identify and investigate severe outliers in financial data (No 
et al., 2019; Freiman et al., 2022) or to improve audit quality by utilizing drone-enabled 
technology with subsequent object detection models (Christ et al., 2021). Furthermore, 
visualization techniques in the form of accounting graph typologies, which can enhance 
fraud detection, have been developed (Guo et al., 2022) along with methods based on 

2
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belief functions that are capable of evaluating audit evidence for control testing (Nehmer 
& Srivastava, 2016).

Beyond the phases of a risk-based audit, there have also been data-based DSR contribu­
tions focusing on consistency checks among qualitative and quantitative data (Chou et 
al., 2018) or audit procedures over XBRL-tagged datasets (Boritz & No, 2016). Some 
further DSR contributions in the field of emerging technologies focused on methods for 
Continuous Auditing (Kiesow et al., 2015; Polizzi & Scannella, 2023) and frameworks 
with subsequent anomaly detection methods to mitigate information overload (Perols & 
Murthy, 2012; G. Zhang et al., 2022). Other DSR contributions focused on IT security 
or privacy issues resulting from the use of cloud-based systems (Singh & Dutta, 2018; 
Coss & Dhillon, 2020) and from the entire IT landscape of an organization (Otero, 2015; 
Rahimian et al., 2016; Brunner et al., 2018; Kogan & Yin, 2021; Plant et al., 2022). The 
emerging field of Blockchain technologies has also been researched under the prism of 
DSR, with a focus on building and implementing of such technologies (O’Leary, 2019; 
Rozario & Thomas, 2019; Centobelli et al., 2022) and on the integrity and reliability 
issues resulting from the utilization of Blockchains (McCallig et al., 2019; Appelbaum 
& Nehmer, 2020; Albizri & Appelbaum, 2021; Sheldon, 2021; Ritchi et al., 2022). 
Furthermore, M. Liu et al. (2021) investigated the impact of Blockchains on the auditing 
and accounting profession.

Implicit DSR Contributions

There are some implicit DSR anchors, especially in the field of the use of AI in risk-based 
auditing. The following steps can be taken to abstractly determine the fulfillment of DSR 
requirements: (1) identifying a significant audit problem; (2) designing and developing an 
innovative artifact to solve the problem; and (3) validating that the developed artifact 
is capable of solving the auditing problem (Kogan et al., 2019). Some implicit DSR 
contributions are presented in this section to further confirm the novelty of the AI-CC 
Method.

Regarding unstructured data sources, AI can enhance risk assessment by extracting 
valuable content from audit brainstorming sessions as decision support for auditors (Li 
& Liu, 2020). Furthermore, AI is capable of extracting sentiments from annual reports 
(Azimi & Agrawal, 2021), key audit matters (Liu et al., 2022), and quarterly earnings 
disclosures (Siano & Wysocki, 2021) to identify risky areas. Special AI-Technologies have 
also been developed for financial text data, with functionalities outperforming those of 
more traditional approaches (Liu et al., 2020; Huang et al., 2023). Risk assessment can 
also be supplemented by AI analysis of structured data to detect financial misstatements 
in transactions (Bertomeu et al., 2021), by applying clustering mechanisms (Byrnes, 2019), 
or by providing decision support for auditors focused on fraud risks (Hooda et al., 2020). 
Internal control evaluation can also be enhanced by AI-based decision support systems for 
the detection of material weaknesses in internal controls (Sun, 2019; Zhaokai & Moffitt, 
2019). Furthermore, analyzing conference calls by extracting sentiments using AI can 
identify material control weaknesses (Sun, 2018). Existing research also shows how AI can 
supplement substantive procedures by enhancing fraud detection (Schreyer et al., 2018; 
Bao et al., 2020) or outlier identification (No et al., 2019) among structured financial 
data. During audit completion, AI can foster audit opinion prediction based on the clients’ 

2.2
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financial statements (Saeedi, 2021), and can supplement the audit of disclosures in the 
notes by matching text passages with specific laws or regulations (Sifa et al., 2019).

Research Design

The present study adopted the DSR paradigm (Hevner et al., 2004; Gregor & Hevner, 
2013) and followed the DSR methodology (Peffers et al., 2007) to develop the AI-CC 
Method as its central artifact. An overview of the study’s research design is provided in 
Figure 1.

Lack of guidance how 
to assess AI

Development of the 
AI-CC Method to 
provide systematic 

guidance

Justificatory 
Knowledge and

Situational Method 
Engineering

AI-CC Method with 
Categorization 

Framework and 
Assessment Process

DSR Evaluation 
Criteria: Utility, 

Novelty, Ease of Use 
etc.

Publication

Process Iteration(s)

Phase I 

Identify the Problem 
and Motivate

Phase II

Define the Objectives 
of 

a Solution

Phase III

Design and 
Development of a 

Solution

Phase IV

Demonstration of the 
proposed
Solution

Phase V

Evaluation 
of the proposed

Solution

Phase VI

Communication of the 
proposed
Solution

Figure 1: DSR Methodology based on Peffers et al. (2007)

The first two research phases have already been illustrated in the Introduction section. The 
specifications of the developed artifact were decided during the design and development 
phase. The AI-CC Method, with its underlying categorization framework and assessment 
process, can be technically defined as a structured and systematic method for solving exist­
ing real-world problems (Avison, 1996; Brinkkemper, 1996). Thus, it had to be developed 
based on justificatory knowledge (Gregor & Jones, 2007) relevant for the development of 
a method to ensure its rigor (Hevner et al., 2004). In the study’s setting, the components 
of the AI-CC Method were defined based on the study of Braun et al. (2005), which 
provided systematic procedures that could be used to achieve the defined objectives of 
the artifact. The method was further detailed by its underlying attributes (goal, system­
atic structure, principles, and repeatability mechanisms) and elements (metamodel, role, 
technique, activity, tool, and output). Detailed information about the specific method 
components is shown in Table 1.

Situational Method Engineering (SME) was used as a research method to design and 
construct the AI-CC Method and to adapt it to or make it suitable for specific situations 
(Brinkkemper, 1996; Henderson-Sellers & Ralyté, 2010). The assembly-based approach 
from Ralyté et al. (2003) was used for the development of the method; parts of existing 
methods that are necessary to compose the final artifact were compiled. In line with 
the overall objectives and use cases addressed by the method, the final artifact consists 
of a categorization framework with dimensions, requirements, and analytics components 
representing a metamodel and an assessment process for the artifact’s execution. The 
categorization framework’s dimensions were defined using the Risk-based Audit Approach 
Classification System based on existing ISAs and the AI-Technology Classification System 
derived from AI sourcebooks. Furthermore, the requirements component was defined 

3
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using functional requirements based on audit assertions (ISA 315.A190 (Revised 2019), 
IAASB, 2019) and nonfunctional requirements based on the quality-in-use model and the 
product quality model illustrated in the International Organization for Standardization 
(ISO)/International Electrotechnical Commission (IEC) 25010 (ISO/IEC, 2011, 2023a)2. 
The analytics component was compiled by implementing the weighted degree of context 

2 The ISO/IEC 25010:2011, (ISO/IEC, 2011) has been revised after the development and evaluation of 
the AI-CC Method by ISO/IEC 25002:2024, (ISO/IEC, 2024), ISO/IEC 25010:2023, (ISO/IEC, 2023a), 
and ISO/IEC 25019:2023, (ISO/IEC, 2023b). The AI-CC Method is initially based on the requirements 
of the Quality-in-use model and Product quality model detailed in ISO 25010:2011, (ISO/IEC, 2011). 
However, the basic purpose of these two models has not been changed due to the revision. Instead, the 
revision’s primary objective was to update and refine terminology for a better understanding of these 
two models.

Attributes

Component Detailed Information

Goal The method forms the basis 
for achieving goals.

Systematic structure
The method enables concrete 
work procedures and tasks 

for achieving goals.

Principles
The method is based on 

construction guidelines and 
strategies.

Repeatability The method is repeatable in 
different settings.

Elements

Metamodel
The method includes a meta-
model for conceptualizing the 

results.

Role

The method incorporates ac­
tivities performed based on 
different roles (e.g., people, 

hierarchical position).

Technique
The method provides instruc­
tions on how to perform spe­

cific activities.

Activity
The method incorporates 

construction tasks for achiev­
ing specific results.

Tool

The method utilizes tools in 
support of the implementa­
tion and application of tech­

niques.

Output The method has outputs that 
define its results.

Table 1: Components of the AI-CC Method based on Braun et al. (2005), Vanwersch et al. 
(2016), and Denner et al. (2018)
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specificity (DCS) and the total value of applicability (TVA). The DCS indicator initially 
developed by vom Brocke et al. (2021) was adopted to meet the specified objectives of 
the AI-CC Method (Gregor & Hevner, 2013). The concrete execution order of the AI-CC 
Method is defined by the assessment process. The assessment process executes the existing 
method fragments of the categorization framework based on the artifact’s overall objec­
tives, relying on multiple classification techniques. The logic of the assessment process 
was initially based on the Context-Aware Business Process Management Method (BPM) 
Assessment and Selection (CAMAS) Method (vom Brocke et al., 2021) for context-aware 
BPM as justificatory knowledge. However, the AI-CC Method was furnished with several 
additional components to ensure its innovativeness.

To demonstrate the AI-CC Method we explain its design specifications in detail in 
the next section. A Microsoft Excel (MS Excel) prototype of the AI-CC Method with 
a representative sample of AI-Technologies3 supporting the execution of the assessment 
process is also provided as an electronic supplementary material.

To evaluate the AI-CC Method, evaluation mechanisms focusing on established DSR 
evaluation criteria (e.g., utility, novelty and importance, ease of use, and performance) 
were used (March & Smith, 1995; Hevner et al., 2004; Sonnenberg & vom Brocke, 2012). 
The artifact was evaluated by two internal researchers and 11 AI experts across Germany 
who executed the assessment process in line with the artifact’s categorization framework.

Artifact Description

AI-CC Method Overview

The AI-CC Method consists of a categorization framework and an assessment process. 
Mapping the method based on its components in Table 1 illustrates the rigor of the 
method’s design specifications, focusing on the systematic assessment of AI-Technologies 
in terms of their applicability to the risk-based audit approach. This systematic assessment 
identifies the most promising AI-Technologies for obtaining sufficient and appropriate 
audit evidence (goal). The categorization framework structures the assessment of AI-Tech­
nologies based on its dimensions, requirements, and analytics components (principles) 
specified during the development stage. Guidelines on how to execute the categorization 
framework are embedded in the assessment process (systematic structure). Successfully 
assessed AI-Technologies are integrated into the method’s AI-Technology base.

The assessment process of the AI-CC Method can be further specified by techniques, 
tools, roles, and outputs, which ensure that the method is executable and applicable in 
various circumstances across different end users (repeatability). Figure 2 provides a com­
prehensive overview of the method and the interdependencies between the categorization 
framework and the assessment process. Detailed information about the method is pre­
sented in the following chapters. To better understand the working mechanisms of the 
developed artifact, please find the blank version of the AI-CC Method’s MS Excel proto­
type as an electronic supplementary material.

4

4.1

3 To receive a copy of the MS Excel prototype of the AI-CC Method, please contact the author or the 
Institute of Accounting and Auditing at the University of Ulm. 
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Dimensions Requirements Analytics
Categorization Framework (Metamodel)

• Risk-based Audit Approach
Classification System

• AI-Technology Classification
System

• Functional requirements
• Nonfunctional requirements

• Total Value of Applicability
(TVA)

• Degree of Context Specificity
(DCS)

AI-CC Method

AI-Technology Base

Identify the AI-Technology to be assessed with 
the use case (A1)

Classify the identified AI-Technology 
according to the Risk-based Audit Approach 

Classification System (A2)

Classify the identified AI-Technology 
according to the AI-Technology Classification 

System (A3)

AI expert Researcher

Assessment Process by Dimensions, Requirements, and Analytics

Assess the functional requirements (A4)

Assess the nonfunctional requirements (A5)

AI expert Researcher

Determine and interpret TVA (A6)

Determine and interpret DCS (A7)

AI expert Researcher

Figure 2: AI-CC Method based on vom Brocke et al. (2021)

Categorization Framework

The core element of the AI-CC Method is its categorization framework, illustrated in 
Figure 3, which serves as a metamodel for the execution of the assessment process. The 
categorization framework helps in the systematic assessment of AI-Technologies based on 
certain dimensions, requirements, and analytics.

Dimensions are defined as multi-criteria classification mechanisms for assessing AI-
Technologies along two components originating from auditing and technical perspectives. 
Dimensions needed to be set to ensure the existence of a solid base of systematically 
classified AI-Technologies before the assessment of the requirements. The AI-CC Method 
can be used to systematically assess AI-Technologies, because it covers both categorization 
and classification by dimension, requirement, and analytics.

The Risk-based Audit Approach Classification System defines the audit perspective as 
stated in the existing risk-based audit approach and therefore allows for the classification 
of AI-Technologies by audit procedure, regulatory and legal audit framework, and audit 
phase. The audit procedure elements of the categorization framework focus on classifica­
tion according to the concrete audit procedures addressed by AI-Technologies, such as 
risk assessment and control evaluation (ISA 315 (Revised 2019), IAASB, 2019), substan­
tive analytical procedures (ISA 520, IFAC, 2009d), and fraud detection (ISA 240, IFAC, 
2009b). The regulatory and legal audit framework refers to the ISA standards relevant to 
each audit procedure addressed by an AI-Technology. Audit phases focus on the phases of 
a risk-based audit, and an AI-Technology can be classified as one for audit planning and 
risk assessment, substantive procedures, audit review, or audit completion.

The AI-Technology Classification System represents the technical perspective of the cat­
egorization framework. Therefore, AI-Technologies can be classified by data structure, do­
main, classification, paradigm, method, and approach. The data structure can be defined 
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as the relevant data modalities during a risk-based audit in structured and unstructured 
forms. The domain level defines the procedures necessary to implement the functionalities 
of AI in conducting risk-based audit procedures, such as Data Mining, Text Mining, 
Natural Language Processing, Computer Vision, and Process Mining4. The classification 
component distinguishes AI-Technologies in a more detailed way: AI in general, tradition­
al ML, and DL. The paradigm component refers to the specific learning procedures of 
supervised and unsupervised paradigms. The method component focuses more on the 
problem types addressed by AI-Technologies, such as classification, regression, clustering, 
outlier detection, decision support, process visualization, prediction, and object detection. 
Finally, the approach component details the approaches that enable AI-Technologies to 
solve problems based on the previously determined technical components.5

The requirements component focuses on the given nature of an AI-Technology and 
cannot be modified. The component consists of functional and nonfunctional require­
ments and therefore represents concrete factors for assessing AI-Technologies, referring to 
audit-related requirements (functional) and technical-related requirements (nonfunction­
al). To provide unified measures and definitions for these requirements, the functional 
part was based on audit assertions, such as occurrence, accuracy, cutoff, and existence 
(ISA 315.A190 (Revised 2019), IAASB, 2019). It is the systematic assessment of these 
audit assertions that enables the identification of the most promising AI-Technologies 
for obtaining sufficient and appropriate audit evidence. The nonfunctional requirements 
are defined by ISO/IEC 25010 (ISO/IEC, 2011, 2023a) and ISO/IEC 25019 (ISO/IEC, 
2023b) covering essential factors for assessing the functionality of AI-Technologies, such 
as effectiveness, efficiency, functional suitability, and usability.6 In contrast to the method 
developed by vom Brocke et al. (2021), the AI-CC Method allows for a more nuanced 
rating on an ordinal scale so that end users can rate more distinguishable factors related 
to each requirement. The categorization framework defines this assessment scheme as the 
degree of applicability.

The analytics component provides valuable insights from the assessment of AI-Tech­
nologies. The main elements of this component are TVA and weighted DCS. TVA helps 
in identifying promising AI-Technologies for the auditing profession, because a high TVA 
indicates a high degree of applicability. DCS, on the other hand, provides insights into 
the generality or specificity of an AI-Technology according to the stated requirements. The 
next section provides more details about the analytics component.

4 The focus of the AI-CC Method is the systematic assessment of AI-Technologies. Nevertheless, it was 
shown in the study that the AI-CC Method is also applicable to emerging technologies as the study 
included Process Mining as a representative example applicable to systematic assessment by the AI-CC 
Method during the evaluation of the method.

5 More technical details about the AI-Technology Classification System are provided in Appendix II.
6 More technical details about the functional and nonfunctional requirements are provided in Appendix 

III.
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Risk-based Audit Approach Classification System

1. Audit procedure 2. Regulatory and legal audit framework 3. Audit phase

AI-Technology Classification System

1. Data structure 2. Domain 3. Classification 4. Paradigm 5. Method 6. Approach

Quality-in-Use Model: Effectiveness; Efficiency; Satisfaction; 
Freedom from risk; Context coverage

Product Quality Model: Functional suitability; 
Performance efficiency; Compatibility; Usability; 
Reliability; Security; Maintainability; Portability

Classes of transactions: Occurrence; Completeness; Accuracy; 
Cutoff; Classification; Presentation

Account balances: Existence; Rights and obligations; Completeness; 
Accuracy, valuation, and allocation; Classification; Presentation
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Figure 3: Categorization Framework (Metamodel) based on vom Brocke et al. (2021)

Assessment Process

The assessment process ensures the existence of relevant method attributes (Table 1) be­
cause it provides end users with detailed guidance on how to assess AI-Technologies (goal) 
based on the components of the categorization framework (principles). The assessment 
process consists of seven consecutive steps aggregated and combined in terms of dimen­
sions, requirements, and analytics (systematic structure), as shown in Table 2. Completing 
each step ensures the correct execution of the AI-CC Method during different situations 
across various end users (repeatability).

Identifying an AI-Technology to assess in line with the categorization framework (Ac­
tivity 1) is the first process step (technique/output). A systematic literature search (see 
Appendix IV) can help in identifying the AI-Technology suitable for assessment (tool). 
To ensure that the specific AI-Technology can be systematically assessed (technique), the 
theoretical background and definition of AI-Technologies, and the link to risk-based audit 
procedures must be used as bases (tool). This process step can be executed by interested 
researchers or several stakeholders, such as standard setters, auditors, or clients who want 
to identify the most promising AI-Technologies for a risk-based audit (role).

Classifying the identified AI-Technology according to the Risk-based Audit Approach 
Classification System (Activity 2) ensures a link to the risk-based audit approach, as 
defined in the categorization framework (technique/output). The same AI-Technologies 
can be assessed to different alternatives of the Risk-based Audit Approach Classification 
System as illustrated in the working mechanisms of the MS Excel prototype (tool). This 
activity can be performed by researchers or the previously defined stakeholders (role).

Classifying the identified AI-Technology according to the AI-Technology Classification 
System (Activity 3) involves classifying the AI-Technology according to its technical char­
acteristics (technique/output) defined in the categorization framework. This activity can be 
documented within the MS Excel prototype of the developed artifact (tool) and can be 
executed by the previously defined end users (role).
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The main part of the AI-CC Method is the assessment of AI-Technologies based on the 
functional and nonfunctional requirements of the categorization framework (Activities 4 
and 5) (output). This systematic assessment indicates whether an AI-Technology meets the 
requirements, as measured by the so-called degree of applicability (technique).

The degree of applicability shall be assessed based on the following ordinal scale (tool):

§ 0, 1, 2, 3, 4, 5: The extent to which the AI-Technology matches the specific require­
ment, where 0 indicates the lowest degree of requirement fulfillment (no applicability) 
and 5 indicates the highest degree of requirement fulfillment (very high applicability). 
The proposed MS Excel prototype provides end users with the opportunity to rank an 
AI-Technology based on assessment criteria between 0 and 5.

§ Not assessable (–): The AI-Technology is not assessable in terms of specific require­
ments.7

7 The option “not assessable” is outside the ordinal scale and should be used only if there is no informa­
tion for assessing the degree of applicability for a specific requirement.

Activity Technique Tool Output Role

Identify the AI-Tech­
nology to be assessed 

with the use case 
(A1).

Identify an AI-Tech­
nology for a risk-
based audit proce­

dure from the exist­
ing literature.

Literature review,
Definition of AI

AI-Technology 
with use case 

as a basis

AI expert 
or re­

searcher

Classify the identi­
fied AI-Technology 

according to the 
Risk-based Audit 

Approach Classifica­
tion System (A2).

Classify the AI-Tech­
nology in terms 

of audit procedure, 
regulatory and le­

gal audit framework, 
and audit phase.

Categorization 
Framework,

Risk-based Audit 
Approach Classi­
fication System

AI-Technology 
classified in 
terms of the 

Risk-based Au­
dit Approach 
Classification 

System

AI expert 
or re­

searcher

Classify the identi­
fied AI-Technology 

according to the 
AI-Technology Clas­

sification System 
(A3).

Classify the AI-Tech­
nology according 
to the data struc­

ture, domain, classi­
fication, paradigm, 
method, and ap­

proach.

Categorization 
Framework,

AI-Technology 
Classification 

System

AI-Technology 
classified in 
terms of the 

AI-Technology 
Classification 

System

AI expert 
or re­

searcher

Assess the function­
al and nonfunctional 

requirements
(A4 and A5).

Classify the AI-Tech­
nology according 
to its functional 

and nonfunctional 
requirements.

Categorization 
Framework,

Degree of Appli­
cability (ordinal 

scale)

AI-Technology 
assessed based 
on the func­

tional and non-
functional re­
quirements

AI expert 
or re­

searcher

Determine and inter­
pret the Analytics 

Components
(A6 and A7).

Measure and assess 
the TVA and DCS.

Categorization 
Framework,

Calculated values 
of TVA and DCS

AI-Technology 
assessed based 
on TVA, and 

DCS

AI expert 
or re­

searcher

Table 2: Overview of Assessment Process based on vom Brocke et al. (2021)
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Determining and interpreting the analytics component according to the categorization 
framework as the last process step (Activities 6 and 7) provides a detailed view of the as­
sessed AI-Technology (output). TVA aggregates the values of all the assessed requirements 
and thus identifies the AI-Technology with the highest functionality (technique/tool). The 
weighted DCS indicates whether the AI-Technology assessed has a more general or specific 
functionality. This ensures the identification of AI-Technologies that can effectively and ef­
ficiently serve specific needs in the auditing field. The formula for weighted DCS is based 
on vom Brocke et al. (2021) and shown in equation (1) below:

DCS = 1 − ∑f ∈ F ∑f ∈ CfδfCfF ∗5 ∗ 1 − β∑f ∈ F Cf   (1),

where F   is the set of functional and nonfunctional requirements included in the artifact, Cf  is the set of characteristics per requirement set f ∈ F  , δf  is the set of requirements 
assessed with 0, 1, 2, 3, 4, or 5 for each requirement set f ∈ F  , and β  is the number 
of requirements determined as “not assessable” (–) across all characteristics Cf  of the set 
of functional and nonfunctional requirements f ∈ F  . A DCS of approximately 100 % 
means that the AI-Technology meets only one requirement per requirement set, whereas a 
DCS of approximately 0 % means that the AI-Technology is a more general-purpose tech­
nology (technique/tool). This process step can be performed by researchers and relevant 
stakeholders (role).

Demonstration

To demonstrate how to implement the AI-CC Method illustrated in Figure 2, and to show 
the artifact’s functionalities, the method’s assessment process (Table 2) in line with its 
categorization framework was applied to a representative example. The concrete demon­
stration was conducted by two researchers8 specializing in the field of AI in auditing and 
accounting. They discussed their views and opinions regarding the systematic assessment 
by dimension, requirement, and analytics. They agreed on only one representative assess­
ment of the chosen AI-Technology. The combined representative assessment results are 
shown along with the underlying reasoning process.

Dimensions

The two researchers decided to use the AI-Technology proposed by Schreyer et al. (2018) 
as a representative example (Activity 1) to demonstrate the assessment process of the 
AI-CC Method. The proposed AI-Technology is defined as deep autoencoder networks 
for detecting anomalies in journal entry data, so that sufficient appropriate audit evidence 
can be gathered. Deep autoencoders gained attention in auditing for their capabilities to 
reproduce journal entries and flag anomalous data patterns (Schultz & Tropmann-Frick, 
2020; Nonnenmacher et al., 2021). Both researchers decided to assess the technology 
according to the dimensions of the artifact’s categorization framework, as presented in the 
next paragraph:

5

5.1

8 Researchers within the university, where the study took place.
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Demonstrating Activity 2, Schreyer et al. (2018) showed how the audit phase of sub­
stantive procedures (ISA 330, IFAC, 2009c) can be enhanced with substantial analytical 
procedures (ISA 330, IFAC, 2009c; ISA 520, IFAC, 2009d), proposing the application of 
deep autoencoder networks focused on fraud detection in large-scale accounting data (ISA 
240, IFAC, 2009b).

Activity 3 ensures the classification of the identified AI-Technology from a technical 
perspective according to the AI-Technology Classification System by classifying the data 
described as SAP ERP journal entries as structured data. Anomaly detection procedures 
based on journal entry data are in the domain of data mining. Deep autoencoder networks 
are represented by several hidden layers within their architectures, which point to the 
main features of DL. They are also known for their unsupervised data compression capa­
bilities for detecting anomalies (Hawkins et al., 2002; Williams et al., 2002). Anomaly 
scores refer to anomaly detection methods defined by specific threshold parameters. Deep 
autoencoder networks are often characterized as replicator neural networks with encoder 
and decoder architectures (Rumelhart et al., 1987) to replicate their input data. The dis­
parity between the original input and its replicated output is termed as the “reconstruction 
error” (Schreyer et al., 2018).

Requirements

To demonstrate Activity 4 and 5 as the processing and coding of the requirements in line 
with the categorization framework of the AI-CC Method, the combined results of the two 
researchers’ reasoning processes are presented to determine whether the AI-Technology is 
applicable (value >= 3) or not applicable (value < 3) according to each requirement (see 
Appendix III for a detailed description of each requirement). The researchers discussed the 
functionality and agreed on one final value for each requirement (see Tables 3–6 for the 
detailed values).

As shown by Schreyer et al. (2018) (see Table 3), deep autoencoders are capable of de­
termining whether transactions have been recorded, measured, and adjusted appropriately 
(accuracy, valuation, and allocation). “Non-anomalous” transactions can be reconstruct­
ed, whereas “anomalous” transactions result in reconstruction errors. If a transaction is 
posted at an unusual time, deep autoencoders will also result in reconstruction errors for 
these specific columns within the journal entry data (cutoff). As deep autoencoders also 
identify unusual account combinations, known as local anomalies, they can ensure the 
audit assertion of classification. Furthermore, deep autoencoders have implications for 
fraud detection by highlighting anomalous journal entries (occurrence) requiring manual 
investigation by an auditor.

Deep Autoencoder Applicable Functional Requirements (Rating Values)

Occurrence 4

Accuracy 4

Cutoff 4

Classification 5

Accuracy, valuation, allocation 4

Table 3: Applicable Functional Requirements
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As illustrated in Table 4, the existence and completeness requirements seem hard for the 
proposed deep autoencoders to grasp as there is a need for additional audit procedures 
ensuring these assertions. For example, to ensure the existence and completeness of inven­
tories, some drone observation procedures could be carried out to gain sufficient and 
appropriate audit evidence (Christ et al., 2021) in addition to deep autoencoders analyzing 
journal entry data. To ensure presentation, the deep autoencoders need to analyze the 
data presented in the final report, not just journal entry data, as illustrated by Schreyer 
et al. (2018). The upholding of rights and obligations can be ensured only if further 
textual analysis of specific contracts (Zhaokai & Moffitt, 2019) is conducted in addition 
to analysis of journal entry data with deep autoencoders.

Deep Autoencoder Nonapplicable Functional Requirements (Rating Values)

Existence 2

Completeness 2

Rights and obligations 2

Presentation 2

Table 4: Nonapplicable Functional Requirements

Regarding the assessment of an AI-Technology in terms of the nonfunctional require­
ments (Activity 5) (see Table 5 and 6), Schreyer et al. (2018) showed the effectiveness, reli­
ability, and functional suitability of deep autoencoders based on the illustrated evaluation 
metrics (sensitivity, precision, F1 Score, top-k precision, number of detected anomalies) 
and low false positive rates, which are also relevant for real-world auditors because 
each potential anomaly requires additional investigation efforts. Deep autoencoders also 
obtained high assessment scores for satisfaction because their benchmark evaluations with 
traditional ML approaches showed their superior performance. The underlying model 
architectures have many hyperparameters, such as the number of hidden layers, which 
can be corrected, improved, or adapted if the current output is not the desired one 
(maintainability). The most complex version of the proposed deep autoencoders from 
Schreyer et al. (2018) showed the highest performance. Compatibility is also high because 
deep autoencoders function on general system components accessible via cloud services or 
local GPUs. The suggested graphical output illustrations of the deep autoencoders’ results 

Deep Autoencoder Applicable Nonfunctional Requirements (Rating Values)

Effectiveness 4

Reliability 4

Functional suitability 4

Satisfaction 4

Maintainability 5

Compatibility 4

Usability 4

Table 5: Applicable Nonfunctional Requirements
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as suggested by Schreyer et al. (2018) can also be understood by nontechnical auditors 
(usability).

Deep autoencoders have lower efficiency compared to traditional ML-models because 
of the various technical resources necessary to train them to achieve superior function­
ality compared to traditional ML approaches. For example, in the training stage of 
DL algorithms, assuming a scalable deployment setting over several audit engagements, 
GPUs would be necessary. This requirement is closely intertwined with the assessment 
of performance efficiency because deep autoencoders’ resource consumption to achieve 
superior functionality is relatively high compared to traditional ML. The proposed deep 
autoencoders’ freedom from risk and security cannot be guaranteed or assessed because 
all the deep autoencoders utilized by Schreyer et al. (2018) are in the prototype stage 
before deployment. Furthermore, it is uncertain how deep autoencoders can be adapted to 
different contexts due to their task-specific character, which yielded lower assessments of 
context coverage and portability.

Deep Autoencoder Nonapplicable Nonfunctional Requirements (Rating Values)

Efficiency 2

Performance efficiency 2

Freedom from risk 2

Security 0

Context coverage 2

Portability 2

Table 6: Nonapplicable Nonfunctional Requirements

Analytics

In determining and interpreting the analytics components of the AI-CC Method based 
on the combined assessments of the two researchers (Activities 6 and 7), the deep au­
toencoders of Schreyer et al. (2018) yielded the analytical values illustrated in Table 7. 
Compared with the other AI-Technologies identified and assessed, as discussed in the 
following section, deep autoencoders achieved a high TVA of 77. This high value shows 
that deep autoencoders are suitable for various requirements. This is in accordance with 
the advanced functionality of DL models compared to several traditional ML models 
evaluated in the next section. Furthermore, the proposed deep autoencoders obtained a 
DCS value of 39 %, which means that, although they are task-specific models, they can 
address several requirements by analyzing journal entry data for anomalous transactions.

Deep Autoencoder Analytical Results

Total Value of Applicability (TVA) 77

Degree of Context Specificity (DCS) 39 %

Table 7: TVA and DCS of Deep Autoencoders
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Evaluation

Procedure

This section discusses the overall usefulness, effectiveness, and efficiency of the AI-CC 
Method in providing guidance on how representative AI-Technologies can be systematical­
ly assessed vis-à-vis the existing risk-based audit approach. To comprehensively evaluate 
the method, it was evaluated based on established DSR evaluation criteria (March & 
Smith, 1995; Hevner et al., 2004; Sonnenberg & vom Brocke, 2012). Two internal re­
searchers and 11 AI experts across Germany were asked to execute the method according 
to its assessment process, in line with its categorization framework, using a representative 
selection of AI-Technologies identified from the literature (see Appendix IV). The partici­
pants were provided with copies of the MS Excel prototype pre-filled out with the identi­
fied AI-Technologies for use in the assessment. All the 11 AI experts came from different 
organizations, except two (see Table 8), but these two belonged to different departments 
of a Big Four. The DSR evaluation criteria were quantitatively and qualitatively measured 
through a questionnaire (see Appendix V) that captured the AI experts’ experiences and 
opinions after they executed the AI-CC Method using the sample of AI-Technologies.

Number Firm/Company/
Institution Focus Area

1 Big Four Audit Data Analytics

2 Big Four Artificial Intelligence

3 University Financial Mathematics

4 University Audit Data Analytics

5 Second Tier Certified Information Systems Auditor, Audit Data 
Analytics

6 Big Four Forensics

7 Second Tier Audit Data Analytics

8 Big Four Artificial Intelligence

9 Independent Forensics and Audit Data Analytics

10 Big Four Artificial Intelligence

11 Second Tier Audit Data Analytics

Table 8: AI Expert Details

Preliminary Evaluation Insights

To evaluate the effectiveness and efficiency of the developed artifact, two internal re­
searchers independently assessed the initially selected AI-Technologies using the AI-CC 
Method. This setup is recognized in the literature because artifacts are commonly evaluat­
ed by two independent assessors (Wolfswinkel et al., 2013; Montazemi & Qahri-Saremi, 
2015; Paré et al., 2015) and the two evaluators in the present study were both academic 
AI experts.

6

6.1

6.2
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Activities 1–3 revealed that all the selected AI-Technologies (see Appendix IV) were 
assessable using the AI-CC Method because they coincided with the method’s dimensions, 
requirements, and analytics components. However, Activities 4 and 5 revealed that it 
was not explicitly stated that the selected AI-Technologies, with their corresponding use 
cases from the literature, matched the functional and nonfunctional requirements. This 
left room for interpretation and discussion during the assessment of the AI-Technologies. 
When there were differences in assessment, the researchers discussed their respective inter­
pretations and agreed on a common assessment for each requirement per AI-Technology. 
The combined assessment results of the two researchers were included in the provided MS 
Excel prototype under the tab “Internal_evaluation”.

Furthermore, all the 11 AI experts executed the artifact’s assessment process according 
to its categorization framework using the selected AI-Technologies and indicated their 
assessments in the MS Excel prototype. For each of the assessed AI-Technologies, the as­
sessments made by all the 11 AI experts per requirement were aggregated and averaged to 
derive average assessment values. These results are illustrated in the MS Excel prototype 
under the tab “External_evaluation”.

To ensure consistency between the researchers’ and AI experts’ assessments, we calcu­
lated the Cohen’s Kappa value (Cohen, 1960) between the representative assessments.9 

The results ranged from 50 % to 92 %, with an average value of approximately 77 %, 
indicating substantial agreement (Landis & Koch, 1977). Figure 4 shows the Cohen’s 
Kappa calculation for two AI-Technologies. Although there were some discrepancies in 
the assessment results of functional and nonfunctional requirements, the overall reliability 
measures of Cohen’s Kappa between the internal and external evaluations confirmed the 
reliability of the AI-CC Method’s assessment process.

Zhaokai, Y./Moffitt, K. C. AI experts 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 1

Zhaokai, Y./Moffitt, K. C. Researchers 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 0

2021 Christ, M. H. et al. AI experts 1 1 1 0 0 0 1 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 1 1

2021 Christ, M. H. et al. Researchers 1 1 1 0 0 0 1 0 1 1 0 0 1 1 1 0 1 1 1 1 1 1 0 1 1

Prepare for takeoff: Improving asset measurement and audit quality with drone-enabled inventory audit 
procedures

Cohen's Kappa

83%

90%

R S M P

Contract analytics in auditing 2019

Authors FR CC FS PE C UAVA CA P E1 E2 SCO CA P E RO CO C AStudy Study Year Evaluands

AI-Technology with Use Case

Functional Requirements Non-Functional Requirements

Classes of 
Transac ons  

(ISA 315.A190 (a) 
(Revised 2019))

Account Balances 
(ISA 315.A190 (b) 
(Revised 2019))

Quality-in-Use 
Model (ISO/IEC 
25010:2011 and 

ISO/IEC 
25019:2023)

Product Quality Model 
(ISO/IEC 25010:2023 

and  
ISO/IEC 25010:2011)

Figure 4: Cohen’s Kappa

To summarize, the application of the AI-CC Method’s assessment process 301 times10 

during the internal and external evaluations showed the effectiveness and efficiency of 
the AI-CC Method. Although Activities 4 and 5 seemed quite challenging for the internal 

9 To calculate Cohen’s Kappa, the following assumption was made: A threshold value was implemented 
to define if there is a fit for an AI-Technology with a specific requirement. If the researchers or AI 
experts assessed the applicability of an AI-Technology for a specific requirement as 3 or higher, we 
transformed the assessment to a value of 1 (as an indicator value for “applicable”) for the specific 
requirement. If the assessment was below 3, we assigned a value of 0 (as an indicator value for “not 
applicable”).

10 Each of the two researchers assessed 23 AI-Technologies, and all the 11 AI experts individually as­
sessed 23 AI-Technologies. As discussed in the Demonstration section, two researchers also processed 
the artifact according to the deep autoencoder. This yielded to an overall iteration rate of 301 process 
instances.
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researchers and the 11 AI experts, the reliability of the assessment process was confirmed. 
As AI is not yet robustly utilized in the auditing profession, and as there are different 
views on the potential of its use for auditing purposes, the broader range of agreement 
(50 % to 92 %) to the use of AI in the auditing profession should not raise concerns and is 
also likely to occur in real-world settings. Furthermore, as the AI-CC Method has an inno­
vative design, initial difficulties in its execution are expected.

Overall Usefulness

After the execution of the AI-CC Method’s assessment process, the 11 AI experts an­
swered the questionnaire (see Appendix V) concerning the overall usefulness of the de­
veloped artifact. First, the respondents quantitatively rated the utility of the method on an 
ordinal scale based on their experiences with using the artifact.11 The question regarding 
whether the AI-CC Method has utility in assessing AI-Technologies yielded an average 
score of 3,182 out of 5 points among all the 11 assessments received, which quantitatively 
confirms the AI-CC Method’s utility.

Next, the overall usefulness of the artifact was measured more comprehensively in terms 
of novelty and importance, understandability and suitability, ease of use, operationality, 
robustness, and applicability and fidelity to real-world phenomena. In the following sec­
tions, the statements from the free-entry text fields in the completed questionnaires (see 
Appendix V) received from the 11 AI experts are analyzed.12 These statements strengthen 
the relevance of the AI-CC Method as a DSR research contribution.

Novelty and Importance

The AI experts highlighted the novelty of the AI-CC Method as an assessment method, 
particularly in its approach to systematically assess AI-Technologies. One participant noted, 
“The novelty is high. I have not seen a systematic assessment of a concrete [emphasis added 
by AI-E 10] set of scientific publications [identified AI-Technologies] as to how they relate to 
auditing methods” (AI-E 10). Another participant said, “Use case-specific clustering, exten­
sive literature review, and the finely structured evaluation measures [the requirements of the 
AI-CC Method] are the novel features of this assessment [method]” (AI-E 2). These state­
ments suggest that the AI-CC Method is a unique approach to assessing AI-Technologies, 
emphasizing its comprehensive and structured nature. The breadth of AI-Technologies and 
the reliance on systematic judgment were also cited as novel aspects. A respondent said, “It is 
definitely good to have a broad range of applications of AI-Technologies that are evaluated” 
(AI-E 3). This indicates an appreciation of the AI-CC Method’s ability to encompass a wide 
range of applications, although the challenge of possessing extensive knowledge in all these 
areas was recognized: “This requires very broad knowledge, which is hard to have for these 
[AI] technologies” (AI-E 3).

The importance of presenting specific AI-Technologies to AI experts, especially in the 
audit domain, was also emphasized: “It is important to present specific use cases [based 

6.3

6.3.1

11 The ordinal scale is defined as follows: 0 = no utility; 1 = very low utility; 2 = low utility; 3 = utility; 4 
= high utility; 5 = very high utility.

12 The grammatical errors in the direct quotes from the participants were corrected, but faithfulness to 
the original meaning of the text was ensured. Quotes received in German language, were translated. 
AI experts were abbreviated with “AI-E” and the corresponding number of the evaluation.
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on AI-Technologies] to auditors. Abstract technologies are not readily assessable for the 
‘audit’ application domain” (AI-E 4). The AI-CC Method is also comprehensive and has 
a forward-looking perspective, as confirmed by the following statement: “The developed 
assessment process is novel because it allows the analysis of different AI-Technologies and 
of the extent to which they can contribute to audit success from different perspectives” 
(AI-E 5).

Some AI experts confirmed the importance of the AI-CC Method in identifying tech­
nologies that can be used for auditing purposes: “[It] is important to identify the technolo­
gies that can improve, facilitate, or replace audit tasks” (AI-E 8) and “The importance 
of your assessment process lies in its ability to combine auditing assertions with canoni­
cal software quality criteria” (AI-E 11). This highlights the method’s practical utility in 
enhancing audit processes.

However, one AI expert raised concerns about the alignment between the AI-CC 
Method’s precision and the experimental nature of the identified AI-Technologies: “The 
clear-cut goal and preciseness of the assessment process do not match the content that 
the process tries to evaluate” (AI-E 6). It must be emphasized, that this concern depends 
heavily on the specific AI-Technology to be assessed. In future iterations, more detailed 
AI-Technologies with more technical details can be assessed. To address this concern, the 
AI-CC Method was demonstrated in technical detail based on deep autoencoders (see 
section 5).

Understandability and Suitability

Most of the AI experts who participated in the present study confirmed the understand­
ability of the AI-CC Method, highlighting its clarity and comprehensiveness. The AI-CC 
Method was praised for its clear and comprehensive presentation, especially with the aid 
of the provided supplementary material (the MS Excel prototype). The following quotes 
illustrate this: “The assessment process is highly comprehensible” (AI-E 1); “The use case-
specific [identified AI-Technologies] evaluation is very understandable” (AI-E 2); “The 
assessment process is understandable and easy to follow based on the given material” 
(AI-E 5); “The developed assessment process is easy to understand and suitable for its 
purpose” (AI-E 7); “The assessment process is easy to understand” (AI-E 8); “It [the 
assessment process] is well described” (AI-E 9); and “[the assessment process has] good 
understandability” (AI-E 10).

However, some participants (AI-E 3, AI-E 4, AI-E 11) had difficulties understanding the 
terminology used in the AI-CC Method, especially the nonfunctional requirements derived 
from the computer science community. One respondent said: “Auditors are comfortable 
with audit assertions, and the software evaluation criteria may enjoy widespread acknowl­
edgment in ‘techie’ communities” (AI-E 11). This concern can be traced to the fact that AI 
has not been widely adopted by the auditing profession, and there are only few individuals 
who are experts in both AI and auditing. This was also experienced while trying to 
identify experts in both fields who could serve as evaluators in the present study. This 
study addressed this concern by including descriptions of the nonfunctional requirements 
in the Appendix III and the MS Excel prototype of the artifact provided as an electronic 
supplementary material.

As shown by the following quotes, the AI-CC Method’s assessment process is valued for 
its relevance to and suitability for business and auditing matters: “The use case [identified 
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AI-Technologies]-specific evaluation is (…) suitable for business considerations” (AI-E 2) 
and “In my view, all important elements required for a suitability test for the relevant 
technologies are in place” (AI-E 1). However, one participant (AI-E 6) noted that the theo­
retical and untested nature of some AI-Technologies can lead to uncertainties in the assess­
ment process, suggesting the inclusion of an “unknown” category in the AI-CC Method’s 
terminology. It must be mentioned that this problem is based on the AI-Technologies that 
the AI experts were made to use in executing the AI-CC Method for assessment purposes. 
Providing a sample of AI-Technologies with a more empirically tested nature such as 
those from the computer science community, can address this concern. Therefore, AI-E 
6’s feedback does not directly affect the AI-CC Method’s understandability and suitability 
and is more related to the sample of AI-Technologies being assessed. Furthermore, the 
“not assessable” category of the AI-CC Method’s assessment process can take the place of 
the “unknown” category suggested to be included in the method’s terminology.

Ease of Use, Operationality, and Robustness

The AI-CC Method’s ease of use and operationality was confirmed: “In general, the as­
sessment process is well guided and explained, and the dimensions are reasonable” (AI-E 
6). The AI-CC Method was also commended for its comprehensive explanations, which 
were said to have enhanced its ease of use. The respondents appreciated the user-friendly 
features: “The comprehensive set of supplementary explanations made it [the method] 
easy to use” (AI-E 1); “The given material [AI-CC Method] was easy to use and good to 
operate” (AI-E 5); “The evaluation [assessment] process was easy, thanks to the structure” 
(AI-E 8); and “[The] ease of use/operationality was okay. I had no problem using the form 
[MS Excel prototype]” (AI-E 10).

The evaluation results for the DSR criterion of operationality point to an overall posi­
tive reception, with a few operational concerns. For instance, AI-E 9 criticized the MS 
Excel-based tool. It must be emphasized, though, that the current version of the AI-CC 
Method is in the first stage, involving presentation to the research community. Further 
development of the artifact could consider the adoption of a more user-friendly front end.

One AI expert raised other concerns: “While the dimensions evaluated are suitable in 
general, they do not fit many of the research papers [AI-Technologies] presented” (AI-E 
6). However, as also mentioned in relation to the DSR criteria of understandability and 
suitability, this concern is not based on the artifact’s design, but on the initially selected 
AI-Technologies. In further iterations of the artifact, AI experts will be made to assess 
more technically detailed AI-Technologies as illustrated in the demonstration section.

The robustness of the AI-CC Method was also confirmed: “The use case-specific [AI-
Technology based] evaluation seems very robust and important for operational consider­
ations” (AI-E 2). Several features of the AI-CC Method were commended by the AI 
experts for enhancing the method’s robustness: “Its [the artifact’s] robustness was greatly 
enhanced by the well understandable comments provided, and the use of drop-down 
menus [in the MS Excel prototype] effectively prevented erroneous or nonsensical entries” 
(AI-E 1). It was also stated that “the criteria covered most of the information regarding 
the papers [identified AI-Technologies] and were therefore robust” (AI-E 8). The following 
quote also shows the AI-CC Method’s relevance as a central method of assessing AI-Tech­
nologies within an organization: “The [assessment] process was easy to communicate 
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within the team and is also quite robust against differing opinions during the assessment 
stage” (AI-E 7).

However, a few AI experts expressed concerns regarding the method’s robustness, focus­
ing on the limited availability of experts in both the AI and risk-based auditing fields to 
conduct a comprehensive assessment (AI-E 3) and the method’s limitations in meeting the 
operational needs of auditing (AI-E 4 and AI-E11). On this matter, it must be emphasized 
that the AI-CC Method aims to provide indications of the degree of applicability of AI-
Technologies to risk-based auditing, rather than to provide concrete and final assessment 
values. In addition, research combining the fields of AI and risk-based auditing is not yet 
as vibrant as that of more traditional research areas. Thus, the experimental nature of 
some components of the developed AI-CC Method are to be expected and are also likely 
to be observed while developing the AI-CC Method for use in industrial settings.

Real-World Applicability and Fidelity

The AI-CC Method is viewed as having a strong potential to be applicable in real-world 
business contexts, particularly due to its coverage of relevant dimensions, requirements, 
and analytics and its structured assessment of AI-Technologies: “The relevant criteria on 
which a real-world suitability assessment (…) should be based are well covered by the 
assessment process” (AI-E 1); “Overall, the assessment process is applicable to real-world 
phenomena” (AI-E 5); and “Due to its real-world use case-specific evaluation of ML 
techniques, the assessment [AI-CC Method] is highly applicable in the business context” 
(AI-E 2).

However, it was also stated that the real-world applicability of the AI-CC Method 
depends highly on the AI-Technology to be assessed (AI-E 7). The AI-Technologies that 
the AI experts were asked to assess using the AI-CC Method were extracted from the 
literature. Thus, each of them was covered by a specific use case explained in the 
corresponding research paper identified (see Appendix IV for more details). Some of 
the AI-Technologies and their corresponding use cases provided a solid base for reliable 
assessments, but others, especially the AI-Technologies used for investigating accounting 
fraud, seemed relatively hard for a few AI experts to grasp (e.g., AI-E 4). To address this 
concern, a degree-of-applicability measure was added, providing a tendency-based value 
for identifying promising AI-Technologies; thus the method’s design was adapted to the 
needs of AI experts, one of whom said: “I guess that kind of mean value or tendency of 
applicability and fidelity [of identified AI-Technologies] will be (…) good for the whole 
picture” (AI-E 3).

Challenges also exist regarding the artifact’s fidelity to real-world phenomena. Accord­
ing to one respondent (AI-E 6), more details about the AI-Technologies must be made 
available by corresponding case studies with real-world settings to obtain more precise 
evaluation results and enhance the method’s fidelity to real-world phenomena. Further­
more, some AI experts (AI-E 6, AI-E 9, AI-E 10) mentioned that the ideas stated regarding 
the selected AI-Technologies and their use cases were very promising but often lacked 
technical details to ensure a more precise assessment of the AI-Technologies’ adherence to 
the functional and nonfunctional requirements. One respondent explained that “the more 
complex the ML solution, the more breaking and turning points there are in determining 
whether or not this approach can improve the overall audit delivery” (AI-E 6). The 
respondent concluded that “it usually takes many iterations and thorough testing to evalu­
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ate a solution approach” (AI-E 6). This indicates that the full extent of the complexity of 
assessing AI-Technologies cannot be considered in the initial development stage of the AI-
CC Method. It will take several stages of development to further improve the artifact step 
by step. However, to mitigate the complexity problem, an AI-Technology Classification 
System was incorporated into the method after its evaluation. Furthermore, it was ensured 
that the AI-CC Method could always be updated to incorporate additional AI-Technolo­
gies (especially from the computer science community that had been investigated in more 
concrete case studies). Nevertheless, the AI-CC Method is a first step toward providing 
comprehensive guidance in the use of AI for the auditing profession, and its relevance for 
practice was confirmed by AI experts who participated in the present study during their 
evaluation of it, as shown by the following quote: “The assessment process [of the AI-CC 
Method] precisely captures the nature of ongoing debates about AI at our company”(AI-E 
11).

Discussion

Overall Findings

The execution of the AI-CC Method in the present study using selected AI-Technologies 
provided general insights into the availability of promising AI-Technologies for gathering 
sufficient and appropriate audit evidence. The AI-Technologies used were selected from 
among the AI-Technologies identified by Appelbaum et al. (2018); the gathered insights 
can thus be seen as representative.13

As the external evaluation results illustrate, the calculated TVAs ranged from 48 to 
79, with an average value of 66. High application values were derived from Text Mining 
approaches, such as contract analytics or the audit of confirmation letters with DL. 
Traditional ML approaches analyzing structured data, such as classification or clustering 
algorithms, also obtained high TVAs. Furthermore, ensemble learning based on boosting 
algorithms and Computer Vision with DL obtained high TVAs. Outside the scope of 
AI-Technologies, the evaluation showed that Process Mining is also associated with high 
TVAs, which may be attributable to the maturity and broader application of the technolo­
gy within the auditing profession (Föhr, Reichelt, et al., 2023).

The low TVAs may be attributable to traditional ML approaches with NLP or Text-
Mining use cases. As the evaluation results show, DL can analyze complex, unstructured 
data much better than traditional ML approaches can. Another reason for the low TVAs is 
the experimental character of NLP research contributions from the auditing and account­
ing community as they lack a link to specific functional and nonfunctional requirements. 
It must be mentioned that the NLP field has been undergoing a fundamental paradigm 
shift in recent months due to Large Language Models (LLMs) (Brown et al., 2020; 
Thoppilan et al., 2022). Thus, the implications of this for the auditing profession must 
be fully explored in the future. To evaluate LLMs according to the AI-CC Method, more 
research contributions in the auditing and accounting field are needed, such as work done 
by Eulerich & Wood (2023), Föhr, Schreyer, et al. (2023), and Gu et al. (2024).

The calculated DCS values ranged from 34 % to 55 %, with an average value of 42 %, 
indicating that most of the assessed AI-Technologies matched a broad range of require­

7

7.1

13 The following values refer to the MS Excel prototype’s tab “External_evaluation” from the electronic 
supplementary material.
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ments included in the AI-CC Method and therefore lacked a special-purpose perspective. 
This initially evaluated sample of AI-Technologies can be seen as only a starting point 
in the effort to further strengthen the discussion about the utility of AI-Technologies in 
gathering sufficient and appropriate audit evidence.

Limitations and Future Work

Research from the computer science community was not incorporated into the evaluation 
due to the innovative design of the artifact, which was likely to enhance its complexity 
for external evaluation procedures and lessen the chances of obtaining many responses as 
time efforts for evaluation would have significantly increased. Nevertheless, as discussed 
in the Demonstration section, the study demonstrated the adaptability of the AI-CC 
Method with more technically detailed and complex AI-Technologies demonstrating its 
components based on deep autoencoders for anomaly detection. Furthermore, the AI-CC 
Method can always be expanded so that it can be used to systematically assess other 
AI-Technologies.

The overarching goal in the initial development stage of the AI-CC Method was to 
obtain high-level indications of the applicability of several AI-Technologies to the auditing 
field. Indication-based assessment is highly relevant when it is not conducted by the one 
who originally developed the AI-Technology (vom Brocke et al., 2021). Assessment of a 
specific AI-Technology by its creator may be subject to severe biases, leading to the initial 
judgment or assessment of the AI-Technology as the most appropriate or best.

Further development stages of the AI-CC Method must address the remaining issues 
regarding the measured DSR evaluation criteria, such as going one step further from pro­
viding high-level indications of the applicability of AI-Technologies to providing granular 
and precise information about how these technologies can obtain audit evidence or cover 
risk assessment.

Nevertheless, the AI-CC Method proposed by the present study is a relevant DSR con­
tribution, as confirmed by the results of its comprehensive evaluation. The study showed 
the innovative character of the developed AI-CC Method as the first systematic method 
of providing guidance for identifying AI-Technologies that can be used to gather sufficient 
and appropriate audit evidence, with corresponding implications for theory and practice.

Conclusion

There is an increasing need for the auditing profession to utilize AI-Technologies to 
achieve the primary objective of a risk-based audit, but there is no guidance regarding 
how to utilize these technologies in the auditing field. The present study sought to fill this 
gap proposing the AI-CC Method of identifying the most promising AI-Technologies for 
gathering sufficient and appropriate audit evidence and enhancing the effectiveness and 
efficiency of audit procedures. The study relied on DSR for its research design and used 
SME to develop the AI-CC Method’s categorization framework and assessment process. 
The AI-CC Method meets the DSR contribution of “exaptation” because its initial assess­
ment logic was based on vom Brocke et al. (2021), but it developed its own elements 
and components embedded within a completely different application context (Gregor & 
Hevner, 2013). The comprehensive evaluation of the artifact by two internal researchers 
and 11 AI experts across Germany confirmed its overall usefulness, effectiveness, and 

7.2
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efficiency. The identified limitations of the developed artifact call for further development 
to promote the use of AI for auditing and accounting purposes.

Appendix I – Structured Literature Review Search

The present study followed the suggestion of Kogan et al. (2019) that the field of emerging 
technologies in auditing and accounting is best researched through the lens of Design 
Science Research (DSR). Thus, the study presented some selected research contributions 
(Webster & Watson, 2002), explicitly stating their adherence to DSR. The scope of the 
search terms utilized in the structured literature review was emerging technologies in 
general; thus, the search was broader than just focusing on AI-Technologies with corre­
sponding Machine Learning (ML) and Deep Learning (DL) approaches. This more general 
approach was used because of the novelty and rarity of research contributions developed 
explicitly under the lens of DSR within the auditing and accounting profession.

The structured literature review had two main contributions: (1) it showed the current 
state of the art of DSR research explicitly applied in the auditing and accounting profes­
sion; and (2) it identified a research gap: that existing DSR in the auditing and accounting 
field lacks a comprehensive method for the systematic assessment of AI-Technologies 
under the risk-based audit approach.

The Digital Library of the American Accounting Association (AAA Digital Library) was 
the main database used in the structured literature review. This database includes the most 
relevant research papers for the scientific auditing and accounting profession. The initial 
search results were supplemented by the application of the search terms on the Web of 
Science Core Collection, Association for Computing Machinery (ACM) Digital Library, 
EconLit, Business Source Complete, ScienceDirect, and Wiley Online Library databases. 
The search terms “Design Science” and “Design Science Research” were specifically used 
for the AAA Digital Library due to the library’s strong focus on the auditing and account­
ing profession. In addition, a thorough search was done on the AAA Digital Library by 
not restricting the search terms to titles, abstracts, keywords, or a specific publication 
timeframe14. For the Web of Science Core Collection, Business Source Complete, ACM 
Digital Library, EconLit, ScienceDirect, and Wiley Online Library databases, the more 
detailed and complex search term ((“Design Science” OR “Design Science Research”) 
AND (“Audit” OR “Auditing” OR “Accounting”)) was used. To obtain only the targeted 
supplementary research papers in addition to the baseline search results from the AAA 
Digital Library, the search terms used in these databases were applied to titles, abstracts, 
and keywords. Furthermore, the searches on the supplementary databases were set within 
the publication timeframe of 01.01.2015 to 31.12.2022 so that only the most recent sup­
plementary research papers would be extracted, in addition to the baseline sample extract­
ed from the AAA Digital Library. The search process was conducted in sequential order 
(vom Brocke et al., 2015). Applying the search terms to the aforementioned databases, 
led to 505 hits. After a review of the titles and abstracts of these 505 articles and the 
application of the inclusion criteria regarding the utilization of emerging technologies and 
their links to risk-based audit procedures (ISA 315 (Revised 2019), IAASB, 2019 and ISA 
330, IFAC, 2009c), the articles most relevant to the study’s research purpose remained.

14 The last publication date of research papers was set to 31.12.2022.
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Appendix II – AI-Technology Classification System

Data Structure

Category Description

Structured data Structured data are data formats stored in relational databases for 
efficient and direct computation through AI-Technologies (Lee, 2017).

Unstructured data
Unstructured data are data formats without the required structural 

definition for direct processing by AI-Technologies, (e.g., text, audio, 
and video data) (Gandomi & Haider, 2015).

Table A-1: Data Structure

Domain

Procedure Description

Data Mining Data Mining involves identifying meaningful patterns, models, and 
insights within vast amounts of data (Han et al., 2022).

NLP
Natural Language Processing (NLP) focuses on the understanding and 

utilization of human language through AI-Technologies to perform 
specific tasks (Ghosh & Gunning, 2019; Chowdhary, 2020).

Text Mining
Text Mining analyses unstructured data in the form of text data in 
document collections, for example, to extract unknown patterns in 
unstructured data (Feldman & Sanger, 2007; Tseng et al., 2007).

Process Mining

Process Mining is about “to discover, monitor and improve real 
processes (i.e., not assumed processes) by extracting knowledge from 
event logs readily available in today’s systems” (van der Aalst, 2016, 

p. 31).

Computer Vision

Computer Vision aims to describe the world that humans perceive and 
to reconstruct the properties of the environment (Szeliski, 2022). Thus, 
it extracts information from image or video data to provide judgment 
support by, for example, classifying or detecting objects in visual data 

(International Business Machines Corporation, 2024).

Table A-2: Domain

Paradigm

Learning Paradigm Description

Supervised

In supervised Machine Learning (ML) the algorithm is given input-out­
put pairings to learn the underlying function and to map attribute 

values to the target attribute (also called label) (Kelleher & Tierney, 
2018; Russell & Norvig, 2022).

Unsupervised
Unsupervised ML can be broadly defined as learning without feed­
back. Thus, it does not define a target variable (Han et al., 2022; 

Kelleher & Tierney, 2018).

Table A-3: Paradigm
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Method

Method for Problem 
Solving Definition

Classification The function of classification is to separate data objects by distinguish­
ing a limited set of unique values (Russell & Norvig, 2022).

Regression The outputs of regression are continuous values for the estimation of 
expectations (Bertomeu et al., 2021).

Clustering
Clustering describes grouping into mutually similar data points based 

on their attribute values and utilized distance measures (Jain et al., 
1999).

Anomaly/Outlier
detection

An outlier can be seen as a data point with a significant deviation 
from the other data points regarding the corresponding values of their 

attributes. One can assume the generation of an outlier by another 
model in comparison to the other data objects (Han et al., 2022).

Decision support

Decision support is based on the underlying task specified by its user. It 
aims to support the cognitive process of individuals and ideally yields 
a decision action that has not occurred without the specific decision 

support (Keen, 1980).

Process discovery, 
enhancement and 

conformance
checking
(Process

visualization)

Process discovery refers to the creation of a process model based on 
event logs. Process enhancement extends the control flow perspective 
derived by process discovery through additional perspectives (e.g., or­
ganizational, time). Conformance checking can be defined by compar­

ing a “to-be” process model with an “as-is” process model to find 
similarities and material deviations (van der Aalst, 2016).

Prediction

Prediction can be defined as the prediction of future outcomes based 
on input data through ML algorithms. The resulting model output 

is often measured by the accuracy of the out-of-sample performance 
(Saeedi, 2021).

Object detection
Object detection refers to the detection and identification of instances 
of target objects in image data through a classification model (Amit et 

al., 2021; Christ et al., 2021).

Table A-4: Method
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Approach

Category Approach Description References

Classification
algorithms

Decision 
Trees

Decision Trees are classifiers based on a 
tree-like structure where each node repre­
sents a test for the dataset with correspond­
ing attribute values, each branch represents 
an outcome of the test, and each leaf node 
corresponds to an appropriate class label. 
The beginning of a decision tree can be de­
termined by the root node.

Quinlan 
(1986); Wu et 
al. (2008)

Naïve Bayes

Naïve Bayes is a probabilistic classifier 
based on probability measures. A given tu­
ple can be allocated to a specific class label. 
One main basic component of the Naïve 
Bayes Classifier is the Bayes’
Theorem.

Rish (2001); 
Wu et al. 
(2008); Han et 
al. (2022)

Support
Vector
Machines

Support Vector Machines (SVM) are used 
for classifying linear and non-linear data. 
Its main function is the construction of a 
hyperplane based on training data to geo­
metrically maximize the margin for the sep­
aration of different classes.

Vapnik (2000); 
Wu et al. 
(2008); Ge et 
al. (2017)

Hidden-
Markov-
Model

In the context of NLP, Hidden Markov 
Models (HMMs) are statistical models 
used to predict sequences of hidden states 
based on observable sequences. They are 
often employed for tasks such as part-of-
speech tagging, where the observable se­
quence is a series of words and the hidden 
states represent the grammatical categories 
(e.g., noun, verb) for each word.

Rabiner & 
Juang (1986); 
Kouemou 
(2011); Rasch­
ke et al. (2018)

Clustering
algorithms

k-means
algorithm

The k-means algorithm is a clustering algo­
rithm that randomly selects data points as 
centroids representing cluster means. These 
cluster means are iteratively refined until 
there is no longer any improvement in the 
within-cluster variation.

Hartigan 
(1975); Bishop 
(2006)

DBSCAN

Density-Based Spatial Clustering of Appli­
cations with Noise (DBSCAN) is an unsu­
pervised learning algorithm for handling 
the problem of finding clusters of arbitrary 
shapes. The algorithm is based on a thresh­
old for the minimum number of necessary 
neighbors (MinPts) within a clearly defined 
radius ε .

Ester et al. 
(1996); 
Schubert et al. 
(2017)

Complete 
Link Hier­
archical
Algorithm

Complete Link Hierarchical Clustering can 
be defined as agglomerative clustering. Dis­
similarity between two cluster groups is 
measured by the farthest neighbor distance.

Tan et al. 
(2019); Gan et 
al. (2020)
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Category Approach Description References

Artificial Neural 
Networks

Feedforward 
Neural
Network

The basic structure of an Artificial Neu­
ral Network (ANN) is determined by an 
input layer for obtaining the initial data 
attributes, a hidden layer for weighting 
and computing more abstract attribute fea­
tures, and an output layer for obtaining 
the output of the target value. The smallest 
elements of the ANN form neurons with 
weighted connections to the upstream and 
downstream layers.

Mitchell 
(1997); LeCun 
et al. (2015)

Artificial Neural 
Networks

Convolu­
tional
Neural
Network 
(CNN)

Convolutional Neural Networks (CNN) 
are often utilized in Computer Vision tasks. 
Instead of fully connected input, hidden, 
and output layers, a CNN is implemented 
with the three main components: a convo­
lutional layer, a pooling layer, and a fully 
connected layer.

LeCun et al. 
(1989); LeCun 
et al. (2015)

Ensemble
Learning

RUSBoost

RUSBoost can be defined as a variant of 
AdaBoost utilizing the general functionali­
ty of Boosting and additionally addressing 
class imbalance learning problems. Based 
on several weak classifiers, a strong clas­
sifier is derived. Therefore, RUSBoost us­
es random undersampling by utilizing the 
full sample of the minority class and a ran­
domly generated subsample of the majority 
class regarding each training iteration for 
model building.

Freund & 
Schapire 
(1996, 1997); 
Schapire & 
Singer (1999); 
Seiffert et al. 
(2010)

Gradient 
Boosted
Regression 
Tree

The Gradient Boosted Regression Tree 
(GBRT) handles regression problems. 
GBRT initially splits the dataset into two 
subgroups; these subgroups are iteratively 
split again to improve performance accura­
cy. Within each split, the resulting residu­
als are computed. Based on these residuals, 
further decision trees are created.

Friedman 
(2001)

Process Mining

Alpha
Algorithm

The alpha algorithm is one of the first algo­
rithms to perform process discovery. The 
algorithm considers the relationships be­
tween individual activities based on event 
logs.

van der Aalst 
et al. (2004); 
van der Aalst 
(2010, 2016)

Fuzzy Miner

The fuzzy miner algorithm enables com­
plexity reduction when performing process 
discovery techniques by focusing on the 
most essential process sequences.

Günther and 
van der Aalst 
(2007); Jans et 
al. (2014)

Table A-5: Approach
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Appendix III – Glossary of Requirements

Functional Requirements

Classes of Transac­
tions

Definition Source

Occurrence (O)
Transactions and events that have been 
stated in the financial statements occurred 
and are attributable to the entity.

ISA 315.A190 (a) (i) (Re­
vied 2019)

Completeness (C)
All relevant transactions and events have 
been recorded, and all relevant disclosures 
have been included.

ISA 315.A190 (a) (ii) (Re­
vied 2019)

Accuracy (A)

Amounts or other data of transactions and 
events have been recorded appropriately, 
and disclosures have been measured and 
described appropriately.

ISA 315.A190 (a) (iii) 
(Revied 2019)

Cutoff (CO) Transactions and events have been assigned 
to the correct period.

ISA 315.A190 (a) (iv) 
(Revied 2019)

Classification (CA) Transactions and events have been assigned 
to the correct accounts.

ISA 315.A190 (a) (v) (Re­
vied 2019)

Presentation (P)

Transactions and events are appropriately 
summed or broken-down and transparent­
ly described, and disclosures are significant 
and comprehensible regarding the require­
ments of the applicable financial reporting 
framework.

ISA 315.A190 (a) (vi) 
(Revied 2019)

Table A-6: Part I of Functional Requirements defined by ISA 315.A190 (a) (Revised 
2019), (IAASB, 2019)

Account Balances Definition Source

Existence (E) The existence of assets, liabilities, and equi­
ty interests.

ISA 315.A190 (b) (i) (Re­
vied 2019)

Rights and obliga­
tions (RO)

The rights over the assets and the obliga­
tions resulting from the liabilities are at­
tributable to the entity.

ISA 315.A190 (b) (ii) 
(Revied 2019)

Completeness (C)
All relevant assets, liabilities and equity in­
terests have been recorded, and all relevant 
disclosures have been included.

ISA 315.A190 (b) (iii) 
(Revied 2019)

Accuracy, valuation, 
and allocation (AVA)

Assets, liabilities, and equity interests have 
been included in the financial statements 
at the correct amounts and relevant ad­
justments (valuation or allocation) have 
been appropriately made. Related disclos­
ures have been correctly measured and de­
scribed.

ISA 315.A190 (b) (iv) 
(Revied 2019)
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Account Balances Definition Source

Classification (CA) Assets, liabilities, and equity interests have 
been assigned to the correct accounts.

ISA 315.A190 (b) (v) (Re­
vied 2019)

Presentation (P)

Assets, liabilities, and equity interests are 
appropriately summed or broken-down 
and transparently described, and disclo­
sures are significant and comprehensible 
regarding the requirements of the applica­
ble financial reporting framework.

ISA 315.A190 (b) (vi) 
(Revied 2019)

Table A-7: Part II of Functional Requirements defined by ISA 315.A190 (b) (Revised 
2019), (IAASB, 2019)

Nonfunctional Requirements

Quality-in-Use Model Definition Source

Effectiveness (E1)

Degree of accuracy and com­
pleteness of the AI-Technol­
ogy to meet user specified 
goals.

ISO/IEC 25010:2011, 4.1.1

Efficiency (E2)

Resource consumption in re­
lation to effectiveness by the 
application of the AI-Technol­
ogy.

ISO/IEC 25010:2011, 4.1.2

Satisfaction (S)
Degree to which user speci­
fied goals are achieved by uti­
lizing the AI-Technology.

ISO/IEC 25010:2011, 4.1.3

Freedom from risk (FR)

Degree to which the AI-Tech­
nology alleviates potential 
risk factors, regarding econo­
my, human, health, and envi­
ronment.

ISO/IEC 25010:2011, 4.1.4 
and ISO/IEC 25019:2023, 
3.2.2

Context coverage (CC)

Degree to which the AI-Tech­
nology can be utilized re­
garding effectiveness, efficien­
cy, satisfaction, and freedom 
from risk in different con­
texts.

ISO/IEC 25010:2011, 4.1.5

Table A-8: Quality-in-Use Model (ISO/IEC 25010:2011, ISO/IEC, 2011 and ISO/IEC 
25019:2023, ISO/IEC, 2023b)
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Product Quality Model Definition Source

Functional suitability (FS)

Degree to which the function­
alities of the AI-Technology 
meet stated and implied needs 
regarding specific conditions.

ISO/IEC 25010:2023, 3.1

Performance efficiency (PE)

Performance of the AI-Tech­
nology in relation to the num­
ber of resources utilized un­
der specific conditions.

ISO/IEC 25010:2023, 3.2

Compatibility (C)

Degree to which the AI-Tech­
nology can exchange outputs 
with other algorithms, and/or 
execute the required functions 
sharing the same system com­
ponents.

ISO/IEC 25010:2023, 3.3

Usability (U)

Degree to which the AI-Tech­
nology can be used by specif­
ic users to achieve specified 
goals regarding effectiveness, 
efficiency, and satisfaction in 
a specified context.

ISO/IEC 25010:2011, 4.2.4

Reliability (R)

Degree to which the AI-Tech­
nology fulfills its specified 
functionality regarding speci­
fied conditions and a speci­
fied period with no failures.

ISO/IEC 25010:2023, 3.5

Security (S)

Degree to which the AI-Tech­
nology protects information 
and data regarding the hier­
archical policy of authoriza­
tion.

ISO/IEC 25010:2023, 3.6

Maintainability (M)

Degree of effectiveness and 
efficiency with which the AI-
Technology can be corrected, 
improved, or adapted by the 
intended maintainers.

ISO/IEC 25010:2023, 3.7

Portability (P)

Degree of effectiveness and 
efficiency with which the AI-
Technology can be transferred 
from one hardware, software, 
and environment component 
to other ones.

ISO/IEC 25010:2011, 4.2.8

Table A-9: Product Quality Model (ISO/IEC 25010:2023, ISO/IEC, 2023a and ISO/IEC 
25010:2011, ISO/IEC, 2011)
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Appendix IV – Structured AI-Technology Identification

To conduct an evaluation of the developed artifact and in view of the use case-specific 
nature of AI-Technologies, the study identified AI-Technologies in the context of a risk-
based audit. Therefore, a structured literature review (vom Brocke et al., 2009; vom 
Brocke et al., 2015) was conducted on the AAA Digital Library, Web of Science Core 
Collection, EconLit, and Business Source Complete databases. Documenting the search 
process meets the rigor requirements of DSR (Hevner et al., 2004). The timeframe was 
set from 01.01.2015 to 31.01.2022. The search terms below, relying on representative 
AI-Technologies, were used to obtain relevant use cases.

§ (“Support Vector Machines” AND (Audit OR Auditing))
§ (Clustering AND (Audit OR Auditing))
§ (“Neural Networks” AND (Audit OR Auditing))
§ (“Natural Language Processing” AND (Audit OR Auditing))
§ (“Ensemble Learning” AND (Audit OR Auditing))
§ (“Process Mining” AND (Audit OR Auditing))
§ (Drones AND (Audit OR Auditing))

To obtain highly valued evaluation results and to avoid overly extending the evaluation 
process, only one to three use cases for each stated AI-Technology were extracted. It is 
not claimed that the study completely extracted all relevant AI-Technologies, but it is 
maintained that the selection is representative and well suited for evaluation purposes. 
However, the developed artifact is arbitrarily expandable with further AI-Technologies. 
Shown in the table below are the extracted AI-Technologies with use cases.

AI-Technology Use Case

Support Vector 
Machines

Saeedi (2021): Audit opinion prediction: A comparison of data mining 
techniques

Nasir et al. (2021): Developing a decision support system to detect mate­
rial weaknesses in internal control

Chen et al. (2017): Enhancement of fraud detection for narratives in 
annual reports

Clustering

No et al. (2019): Multidimensional audit data selection (MADS): A 
framework for using data analytics in the audit data selection process

Byrnes (2019): Automated clustering for data analytics

Yan et al. (2019): Research on application of data mining technology in 
risk assessment process of audit

Text Mining
Sun (2019): Applying deep learning to audit procedures: An illustrative 
framework (Use cases: Internal control evaluation, substantive test, and 
completion)
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AI-Technology Use Case

Natural Language 
Processing

Sun (2019): Applying deep learning to audit procedures: An illustrative 
framework (Use case: Audit planning)

Burns and Igou (2019): “Alexa, write an audit opinion”: Adopting intel­
ligent virtual assistants in accounting workplaces

Li and Liu (2020): Development of an intelligent NLP-based audit plan 
knowledge discovery system

Natural Language 
Processing

Raschke et al. (2018): AI-enhanced audit inquiry: A research note

Zhaokai and Moffitt (2019): Contract analytics in auditing

Ensemble
Learning

Hooda et al. (2020): Optimizing fraudulent firm prediction using ensem­
ble machine learning: A case study of an external audit

Bao et al. (2020): Detecting accounting fraud in publicly traded U.S. 
firms using a machine learning approach

Bertomeu et al. (2021): Using machine learning to detect misstatements

Process Mining

Chiu and Jans (2019): Process mining of event logs: A case study evaluat­
ing internal control effectiveness

Wang et al. (2020): Redesigning business process to comply with the new 
revenue recognition standard using process mining

Werner et al. (2021): Embedding process mining into financial statement 
audits

Computer Vision

X. Liu et al. (2021): Automatic detection of oil palm tree from UAV 
images based on the deep learning method

Christ et al. (2021): Prepare for takeoff: Improving asset measurement 
and audit quality with drone-enabled inventory audit procedures

Appelbaum & Nehmer (2017): Using drones in internal and external 
audits: An exploratory framework

Table A-10: Sample of AI-Technologies

Appendix V – Questionnaire

Do you think that the assessment process of the AI-CC Method has good utility in as­
sessing AI-Technologies’ adherence to functional and nonfunctional requirements? Please 
assess the utility based on the scale below (whereas 0 = no utility; and 5 = very high 
utility).

0 ☐
1 ☐
2 ☐
3 ☐
4 ☐
5 ☐
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Please evaluate, in your own words, the novelty and importance of the developed AI-CC 
Method. Please write your answer in the box below.

 
 

Please evaluate, in your own words, the understandability and suitability of the developed 
AI-CC Method. Please write your answer in the box below.

 
 

Please evaluate, in your own words, the ease of use, operationality, and robustness of the 
developed AI-CC Method. Please write your answer in the box below.

 
 

Please evaluate, in your own words, the developed AI-CC Method’s applicability to and 
fidelity to real-world phenomena. Please write your answer in the box below.
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