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Abstract: Project introduction texts provide decision-makers with essential information for project portfolio plan-
ning. These free texts offer valuable information about how developing capabilities align with their strategic goals.
Capability-based Planning (CBP) process is concerned with optimizing the project portfolio to realize the planning,

engineering, and delivery of these capabilities. However, up to now, the research on enhancing accessibility to free text data in the CBP decision-

making process through semantic modeling is limited, leading the CBP’s decision-makers to ignore the potential advantages of existing seman-

tic modeling methods when dealing with many free texts. This paper aims to address this gap by introducing knowledge modeling and mining

of project introduction text corpus, leveraging semantic technology to support CBP. First, we design an ontology of capability to describe the

core concepts relevant to the CBP process. Subsequently, a semantic framework based on the RDF knowledge graph is proposed, enabling

https://doi.org/10.5771/0943-7444-2024-4-227 - am 03.02.2026, 09:4210.



https://doi.org/10.5771/0943-7444-2024-4-227
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

228

Knowl. Org. 51(2024)No.4

Mu Lin, Tongxin Li, Tao Wang, Xiaobo Li, and Weiping Wang. “Enhancing the Accessibility of Text Data in Decision Making ...

humans and machines to comprehend project description texts. To capture the semantic data essential for CBP, a motif structure is employed

to model semantic expressions, ensuring their consistency with CBP concepts through compliance checks. Finally, the effectiveness of the pro-

posed semantic framework is evaluated by querying the project’s knowledge graph after semantic normalization, providing an assessment of its

potential in CBP applications.
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1.0 Introduction

Development planning of the national defense field focuses
on improving military force and technological development
within limited resources. The main goal is to deploy and uti-
lize military means under various conditions to effectively
respond to future competitive threats. A well-known ap-
proach to achieving this goal is focusing on military capabil-
ities, often called Capability-based Planning (CBP). CBP is
a planning framework under uncertainty that provides ca-
pabilities suitable for various modern-day challenges and
circumstances while working within an economic frame-
work that necessitates choice (Davis 2002). CBP was devel-
oped as an alternative to threat-based planning. It brings
transparency and consistency to cross-disciplinary technol-
ogy planning, breaks down barriers in resource allocation
within the enterprise, and helps determine the level of re-
sources required to maintain and improve essential capabil-
ities for future competition. Over the past decade, CBP has
become the standard for national defense planning across
the entire NATO alliance (De Spiegeleire 2011), and the na-
tional defense community has widely adopted it.

Although CBP is a mature theory and method, it still faces
various challenges in practical application. One significant as-
pect is that it often involves identifying the highest priority
option from many candidate projects, also called Capability
Portfolio Management (CPM). The relationship between
these candidate projects and capabilities is often implied
within free text rather than a structured database. These text
data contain valuable knowledge, but understanding this re-
quires highly specialized expertise and is quite challenging for
knowledge management. Therefore, the decision-making of
the CBP often encounters uncertainty issues: 1) document-
based planning leads to ambiguity and difficulties in sharing
capability-aspect information within the enterprise; 2) the
planning phase and the implementation phase for a capability
are taken charge by separate sectors, making it difficult to as-
sess and control the expected outcome; 3) there is a strong de-
pendency between capability increments, and the develop-
ment plan may have systematic and structural flaws; 4) if de-
fects in the capability development plans are not discovered
during the early stages of capability implementation, the cost
of remediation is too high to afford.

In the past ten years, the Open Data initiative has become
the standard of data sharing on the Internet, which provides
the best practice for publishing and sharing linkable struc-
tured data (Bizer et al. 2009). Linked data is designed as a
technical method to describe knowledge and model the re-
lationship between everything in the world with a graph
model. The rapid development of Semantic Web technol-
ogy provides widely accepted standardized protocols for
knowledge modeling and knowledge management in vari-
ous fields, such as agriculture (Drury et al. 2019), healthcare
(Narayanasamy et al. 2022), industrial engineering (Kebede
et al. 2022), financial management (Tang et al. 2018), and
education (Jensen 2019). The application of knowledge or-
ganization systems (KOSs) based on ontology and formal
semantics has made it possible to share knowledge on a large
scale, thereby facilitating the capturing domain knowledge,
assigning semantic meaning to information and represent-
ing data for machine consumption (Hjerland 2007,
Padmavathi and Krishnamurthy 2017, Ghosh et al. 2020,
Smiraglia 2015, Bagchi 2021).

So far, the application of semantic web technology in the
semantic knowledge management field of national defense
planning is limited. Traditional knowledge modeling meth-
ods in this field mainly use Enterprise Architecture (EA) as
the framework (Lee and Park 2009, Torkjazi et al. 2022, Mar-
tin 2022). People are increasingly interested in using semantic
web technology to enhance EA knowledge modeling ability.
Hinkelmann et al. (2016) have combined EA modeling with
enterprise ontology and proposed using a semantic meta-
modeling method to address strategic alignment issues.
Roach (2011) argues that the existing architecture modeling
language is insufficient for capturing the behavior and gov-
ernance of information systems and suggests using the Re-
source Description Framework (RDF) as a knowledge mod-
eling tool. In addition, some studies have noticed the tech-
nical feasibility of using semantic technology to enhance CBP
management (Hoyland 2012, Hoyland et al. 2014, Dibowski
et al. 2020). These studies have abandoned EA tools that are
difficult to use in practice and used semantic technology as
an alternative to traditional EA tools. However, no well-de-
fined ontology resources are available for dealing with tacit
knowledge in the free texts, and the CBP management field
has not fully utilized the benefit of the linked data.
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To solve this gap, we propose an ontology-driven seman-
tic modeling framework for mitigating uncertainty in deci-
sion-making in CBP management. Our framework focuses
on modeling knowledge in project texts with a compliant
semantics alignment in line with requirements like CPM.
Ontologies are employed to provide formal knowledge rep-
resentation, and a motif-based knowledge subgraph struc-
ture is used to capture the complex semantics in project
texts. By introducing ontologies, unstructured texts can be
transformed into machine-understandable knowledge, fa-
cilitating semantic compliance processing and offering se-
mantic support for CPM.

The rest of the paper is organized as follows. Section 2.0
provides a background context and motivation for our se-
mantic modeling. Section 3.0 presents the ontology-based
framework for capability aspect semantics. Section 4.0 in-
troduces the semantic compliance process for CBP. Section
5.0 conducts experiments for comparison. Finally, Section
6.0 presents the conclusion of the paper.

2.0 A systematic analysis of the CBP decision-making
process

In this section, we discuss two questions about our motiva-
tion to provide knowledge support to the decision-making
process: 1) what problems can semantic knowledge manage-
ment solve in CBP? 2) How does semantic knowledge man-
agement support decision-making based on a semantic
method?

CBP is generally a method for planning under uncer-
tainty (Kossakoski 2005). Capability refers to “a business-
focused outcome that is delivered by the completion of one
or more work packages.” According to TOGAF’s defini-
tion (Papazoglou 2014; Aldea et al. 2015), CBP focuses on
planning, engineering, and delivering strategic business ca-
pabilities to an enterprise. Many studies have been con-
ducted to effectively utilize existing knowledge to enhance
the decision-making for CBP, often involving various con-
cepts related to project management and modeling their re-
lationships, providing semantic compliance in cross-do-
main design (Martin 2022; Lo et al. 2020). These studies
primarily rely on EA tools. However, these methods lack fo-
cus on specific data perspectives in these studies. In our re-
search, semantics knowledge is acquired from project texts
since conceptual knowledge modeling in CBP’s research so
far does not adequately incorporate free text. Addressing
this gap requires a thorough investigation of concepts and
their semantic relationships within specific data contexts.

We analyze this problem from the perspective of CBP’s de-
cision-making process. This decision-making process involves
multiple steps, from top-level strategic planning to capability
planning and specific project engineering. Understanding
this process helps us analyze the semantic knowledge the pro-

ject text data can provide. In the initial stage of strategic plan-
ning, decision-makers need to make a strategic selection,
which involves an in-depth analysis of the internal and exter-
nal environment, including evaluating strategic needs, com-
petitive situations, development trends of emerging technol-
ogies, and current strengths and weaknesses. This step defines
the objectives and goals of long-term development and pro-
vides guidance for subsequent decision-making. After deter-
mining the strategic objectives and goals, decision-makers
need to plan the priority for capability development. This
process mainly evaluates whether the existing resources and
capabilities meet the demand of strategic objectives and goals.
If the existing capability is insufficient, there is a capability
gap and a need for development to ensure that the enterprise
has available means in the future competition through invest-
ment in technology research and development, equipment
acquisition, force reform, personnel education, training, and
other aspects. Then, specific projects are needed to address
the capability gap, which involves decision-making in project
selection, investment scale, development roadmap, and risk
control. Decision-makers need to ensure that the selected pro-
jects are consistent with the overall strategy and that all the
capability requirements are satisfied by sufficient resources.
At the same time, it is also necessary to consider the project
schedule, milestones, and evaluation criteria to ensure that all
kinds of projects are implemented on time and on demand
and that the promised capability increment is delivered. A
complete capability-based strategic planning decision-mak-
ing process is shown in Figure 1.

The decision-making process shown in Figure 1 reveals
that the decision-making of CBP is a project portfolio selec-
tion process based on strategic objectives and capability re-
quirements. The decision-maker clarifies the capability re-
quirements in the capability planning phase, while the pro-
ject engineers provide candidate solutions according to their
demand, and the decision-maker then checks and drafts
project portfolios from a large number of candidate pro-
jects. There are two aspects of planning and evaluation de-
cision-making problems in this process, which may bring
cognitive uncertainty.

First, it is the decision-making problem about the capa-
bility itself, including why to develop such a capability (eval-
uation decision) and what kind of capability requirements
need to be defined (planning decision). These contents in-
volve decision makers’ in-depth understanding and analysis
of the internal and external environment, competitive situ-
ation, and future development trends. Due to the inherent
uncertainty of the external competitive situation, it may be
difficult for decision-makers to identify the capabilities that
are needed for future battlefields. This uncertainty can also
be regarded as the uncertainty of capability requirements,
which may lead to difficulties in the capability planning
phase and making clear decisions.
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Figure 1: The strategic planning decision-making process of capability-focused.

Secondly, it is about the decision-making problem of the
realization of capability, that is, the selection of project port-
folio, including how to judge the feasibility of candidate
projects meeting the capability requirements (evaluation de-
cision) and which projects to choose as candidates for this
capability or capability increment (planning decision).
These contents relate to the decision-maker’s knowledge of
the relationship between a large number of candidate pro-
jects and capability or capability increment. Due to the lim-
itations of individual cognition and experience, it is diffi-
cult for decision-makers to quickly know the potential ca-
pability increment in candidate projects and the potential
defects in the selected project portfolio. This uncertainty
can be regarded as the uncertainty of capability realization,
which may lead decision-makers to miss some vital infor-
mation when planning.

Based on the analysis of the capability-based planning
process, it becomes evident that the decision-making in
CBP is derived from two primary sources. The first is the
decision-maker’s knowledge, while the second relates to the
decision-making methodology, which encompasses plan-
ning decisions and evaluation decisions. In this context, a
structured decision-making process can be perceived as the
decision-maker selecting an appropriate model incorporat-
ing their knowledge as input. Consequently, the model’s
output represents the outcome of the decision-making pro-
cess. Given this perspective, the importance of knowledge in
CBP decision-making must be considered, as decision-mak-
ers must acquire a comprehensive and accurate understand-
ing of knowledge to mitigate uncertainty’s impact on CBP
decision-making.

Figure 2 gives a picture of where we expect to integrate
linked data into the CBP decision-making process. It shows
the possibility of linking the project description’s free text
with CBP’s decision-making activities with semantic knowl-
edge as a bridge, which needs concept modeling to formalize
the whole process. Therefore, this study aims to develop an
ontology-based framework according to the vision shown in
Figure 2, serving the need to mitigate the uncertainty in cross-
domain decision-making with a shared semantics context.
The challenge involves mining capability semantics from free
texts and dealing with the semantic equivalence of different
expressions. Traditionally, these semantics need to be ex-
plained by experts’ knowledge. Our semantic framework will
focus on converting free texts of project documents into
linked data and provide semantic equivalence transfor-
mation. This work will solve the gap between unstructured
free texts and formal semantics. Formally modeling this kind
of knowledge and making the knowledge data linkable would
enhance the automation of CBP decision-making activities,
which we believe is a feasible path for semantic knowledge
management supporting decision-making.

3.0 An ontology-based semantic framework

The project text encompasses many knowledge entities, mak-
ing it imperative to design a well-defined and appropriately
classified ontology for handling these free texts. Since what
we are concerned with belongs to a distinct vertical domain
where the classification standards for the open domain are
not applicable, it becomes essential to develop a specialized
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Figure 2: A showcase of incorporating linked data into CBP activities.

ontology that aligns with the characteristics of the studied
problem domain. In the subsequent part, we will outline our
conceptual knowledge modeling and ontology construction
process for the CBP domain, as shown in Figure 3.

3.1 Conceptual knowledge modeling for capability

Ontology engineering is an iterative process, particularly
when establishing the initial ontology framework. The
knowledge model must account for dynamic adaptability
requirements across the cycle of CBP activities. Tradition-
ally, the CBP method uses EA for conceptual modeling and
description. Therefore, we propose building an initial on-
tology based on the existing EA concept models.

EA constitutes a comprehensive depiction of all critical el-
ements and relationships that comprise an organization. An
Enterprise Architecture Framework (EAF) acts as a blueprint
for describing EA methods (Urbaczewski and Mrdalj 2006).
Prominent EAFs like the FEAF (House 2007), TOGAF
(Gerber et al. 2010), and DoDAF (Brown 2000) provide ab-
stract descriptions of real-world entities based on metamod-
els. These metamodels define the abstract concepts and rela-
tionships using a structure similar to ontology. We construct
an integrated conceptual knowledge structure by drawing in-

spiration from various metamodels employed in EAFs. The
abstract concepts within the ontology are derived from di-
verse EAF metamodels. They are designed to encompass
three layers: the upper-level concept groups, the mid-level on-
tologies, and the core ontologies.

The upper-level concept groups encompass Capability,
Operation, and Mission. These concept groups reflect the
domain knowledge that CBP may encompass. Among these
aspects, the Capability aspect is the primary focus of our
conceptual knowledge modeling. So far, our conceptual
knowledge modeling does not include ontologies of opera-
tions and tasks. Instead, we have reserved corresponding in-
terfaces for the future expansion of conceptual knowledge
modeling in these fields.

The mid-level ontologies consist of three major concept
groups in the capability aspect: Capability Solution (CS),
Capability Domain (CD), and Capability Motivation
(CM). These concept groups bear similarities to the meta-
model in EA. For example, the Capability Solution resem-
bles the Resource type defined in DoDAF. Major concept
groups can significantly reduce the complexity of ontology
structures and facilitate consensus-building among CBP
stakeholders, thus providing substantial benefits during the
iterative and revision process of ontology development.
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Figure 3: Ontology construction process for CBP.

The design of the core ontology draws heavily on the
concept definitions within the metamodel of several major
EAs, as well as observations of actual data. As part of the
data-driven approach, we extracted project text data as the
initial dataset for core concept design. Experts then deter-
mined which existing metamodel concepts these text seg-
ments should be assigned. We selected high-frequency con-
cepts as our core concepts by analyzing the frequency of as-
signment for each concept in the metamodel. Table 1 pre-
sents the core concepts proposed, with each concept capable
of being mapped to concepts within the TOGAF and
DoDATF within a specific context.

The use of multi-layer conceptual modeling can provide
additional benefits for entity-ontology matching. Given
that different experts may have different choices when
matching text segments to the core ontology, it is essential
to ensure that these segments are unique and unambiguous,
particularly in matching top-level and middle-level concept
groups. Through multi-layer conceptual modeling, we can
introduce flexibility into ontology matching, allowing ex-
perts to agree on top-level and middle-level concepts.

3.2 Classes, hierarchies, and properties

The initial ontology design integrates similar concepts, attrib-
utes, and examples. The observation and summary of these
elements form an initial ontology relevant to the domain. To
simplify conceptual modeling, we aim to integrate similar
concepts and attributes in the initial ontology. For instance,
when modeling Users, both “Organization” and “Role” can
be seen as concrete forms of the abstract concept of “User”.
Our conceptual knowledge modeling is based on the con-
cepts and abstract syntax of Resource Description Frame-
work Schema (RDFS) and Web Ontology Language (OWL)
(McGuinness 2004), which allow for the specification of in-
stances as subclasses of a class or the classification of an in-
stance by an attribute. Therefore, by designating cop:Organi-
zation or cbp:Role as a subclass of chp:User, various types of
entities will be unified into the concept of “User”.

The initial ontology design also considers their semantic
relationships, such as chp:develop and chp:support, which
stems from expert consensus in the CBP domain. For exam-
ple, the chp:develop relationship reflects the semantic con-
nection between a project and its primary products, which
usually consist of a system or technology or may also include
other research outcomes like design, software, reports, etc.
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Concepts in our ontology

Corresponding concepts in EAFs

Core Sub-level DoDAF TOGAF
Technology - - Technology Component, Technology Service, etc.
System Sub-system System Information System
Component System Application Component
Capability Enterprise Capability Capability Capability
Mission Capability Capability Business Capability
System Capability Capability -
Performance - Measure Measure, Service Quality, etc.
Function Service Service Function, Service, Business Service
Mission Need - Vision Driver, Requirement, Course of Action, etc.
Environment - Condition Constraints
Project Program Project -

Table 1: Ontology design and its correspondence with EAFs.

We aim to minimize distinctions and merge similar seman-
tic relations whenever possible when designing semantic re-
lationships. Additional semantic relationships will be ex-
panded according to the actual data mining situation.

In summary, our goal is to maintain simplicity in ontol-
ogy design. Whenever a new concept needs to be modeled,
we first explore whether it can be expressed using defined
concepts and attributes. If necessary, we extend the design
by modifying the definition of attributes within the original
ontology rather than generating new concepts.

3.3 Core ontologies

Figure 4 provides a visual representation of our ontology
conceptual model, highlighting the key entities and rela-
tionships within the core ontology. Here, we summarize the
fundamental ideas guiding the design of the conceptual
model for the core ontologies.

1) To guide the grouping of concepts within the core ontol-
ogy, we utilize three mid-level ontologies: cbp: CS, cbp:CD,
and ¢bp:CM. Each group consists of ontology concepts
combined with semantic structures that capture the spe-
cific details of the capabilities associated with CBP.

2) cbp:CD (Capability Domain): We distinguish between
two forms of expression, one as an abstract description of
the capability and the other as a structured capability
with more comprehensive details. The abstract descrip-
tion of capabilities can be defined by structured capabil-
ities and connected using 7df:isDefinedBy. Additionally,
we define three subclasses of capability: chp:Enter-
priseCapability, cop:MissionCapability, and cbp:System-
Capability. These subclasses describe different levels of
capabilities.

3) cbp:Project: This entity is the central element of our on-
tology. A project’s text consists of the project name and
referential information, such as a text segment like “This
Project” that references the project. We use the project
name as the primary entity and other referential infor-
mation is connected to the associated project using
rdfs:sameds.

¢bp:CS (Capability Solution): The capability solution

comprises two sub-classes, namely chp:Technology and

'
=

cbp:System, which form the main components of project
development. The project ontology, cbp:Project, is linked
to ¢cbp:CS through the relationship chp:develop.

cbp:CM (Capability Motivation): Capability Motivation
encompasses the needs and motivations driving project

n
~

development, including several sub-classes. To guide the
evolution of the ontology, we have defined initial seman-
tic relations for these subclasses. These relationships,
which include cbpsatisfy, cbp:concern, cbp:support, and
cbp:enhance, are classified based on their associated tail
entity classes.

cbp:Envz'ronment: Environment refers to restrictive con-

N
~

ditions that impact Capability Motivation and Capabil-
ity Domain.

4.0 A semantic compliance process using SPARQL

Here, we present the semantic compliance process based on
the initial ontology discussed in Section 3.3.

4.1 Overview

The semantic compliance process, which includes three
stages, is shown in Figure 5. The process starts with a data-
driven entity relationship recognition process and progres-
sively expands our ontology framework based on the actual
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Figure 4: A visual CBP ontology based on OWL.

text data. To achieve this, we designed a text analysis method
and algorithm that relies on the dependency of the text. By
identifying text segments and matching them with ontol-
ogy concepts using keywords and expert knowledge, the se-
mantics within the text are formalized. A motif-based struc-
ture comprising two triples presents the N-arity semantic
expression structure, automatically mining the most com-
mon forms of entity relationships in the text data. The se-
mantic relations are mined by identifying frequently occur-
ring semantic expression structures. Finally, using
SPARQL, the mined semantic data are transformed into a
compliant format according to the CBP decision-making
context.

4.2 Mining semantics from texts

Given that the project text contains numerous characteristic
words and proper nouns, it is crucial to ensure that the ex-
tracted information has clear semantic boundaries. There-
fore, this stage employs semantic segments mined from sen-
tences as the minimum information units. These segments
are then used to construct a graph-based database.

Sentence segmentation is a technique that divides a docu-
ment into smaller parts, referred to as segments. Based on
the spaCy library (https://spacy.io/), a text processing pro-
gram was developed to identify dependency and extract seg-
ments. SpaCy provides a method to merge noun phrases
(NPs) before text processing by incorporating the
“merge_noun_chunks” parameter in its pipeline, which
greatly simplifies the extraction of NPs. However, this ap-
proach has limitations when dealing with complex NP
structures. An example is given in Figure 6. In this case, we
use a segment merging algorithm based on line segment
sorting to get non-repetitive and non—overlapping segments,
as shown in Algorithm 1.

Algorithm 1 Segment merging
Require: A list of NPs S= {s},7=1, .., n,each NP 5; =

(starts, end,). Here, start; and end; represent the starting point

and end point of s;.

Siored < sort S according to start;, where Sied =
Ehi=1,..n

2: Smerged = [$1]

for each element § in Syred do

1:

i« the last element in Syergea
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Corpus data collection : Stage 1. Mining semantic motifs from texts

Dcpendency parsing Part-of-spcech tagging VB: verb
( NLP tool . S iy IN: i i bordinating or prepositi

i NP: Noun phrase
A

'
'

H

'

Project texts Dependency parsing for Te_xt segments marked H
database text scgmentation with ontology concepts :

'

'

NP-VB-NP-VB-NP

NP-VB-NP-IN-NP

P

; ;
l S structure of E
@ m NP < | capabil;:v aspect < '

A

Ontology concepts

Core Ontology

I Project I—< Develop H Technologyl
relationships into

| Technology H Enable )—) Capability ontology
I System }—( Support H Function I

1
H
H
:
H
+ Extract new
H
H
H
H
v

Capability Solution

—— Capability Domain

Capability Motivation

Relations identification

Use semantic motif;? i G
to model texts i H

SPARQL. pe e 3
updatc  |NSERT {.}
query  WHERE {

Linked data with
compliant semantics

[

Capability Motivations S SELECT ...
WHERE

SPARQL query using property paths

?pr (cbp:include|cbp:develop)+/... ?cd. Quryiset

Capability Domains }

Capability Solutions

Figure 5: A semantic framework used to extract and mine the semantics of capability aspect in texts.

https://doi.org/10.5771/0943-7444-2024-4-227 - am 03.02.2026, 09:4210. - @



https://doi.org/10.5771/0943-7444-2024-4-227
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

236

Knowl. Org. 51(2024)No.4

Mu Lin, Tongxin Li, Tao Wang, Xiaobo Li, and Weiping Wang. “Enhancing the Accessibility of Text Data in Decision Making ...

{Depeudency pattern: VB (not root) + I\'NJ

Ty

VB + NP

%\/\

N NN TO = RB VB C C VB NNS

acli

[Dependency pattern: NN of NN}

/

NP
Part-of-speech tags of Penn Treebank:

CC: Coordinating conjunction

IN: Preposition or subordinating conjunction
NN: Noun, singular or mass

NNS: Noun, plural

TN NN

i : aux onj dobj prep. pobj
¢ _pobj_ 'ﬁ 1@ : ﬁ \ r \ / \ ( \ RB: Adverb
/ \¥ ‘ d\ TO: to

with the ability to rapidly find and fuse multiple sources ...

%’_J .
LS (&

VB: Verb, base form
. information

J

S3 S4

S4

Figure 6: Identify NPs through part-of-speech tagging.

5 if start; < end: then

6 if end; > end, then
7: end, < end;
8 else

9 pass

10: end if

11: else

12: add §; to the end of Syerged
13: end if

14: end for

15: return Syeged

Based on experts” knowledge, each sentence’s NDPs are as-
signed a core ontology, allowing us to extract relevant texts
and explore the relationship categories between these core
ontologies. The structure of partially extracted sentences is
presented in Table 2, where the text segments of NPs are re-
placed with their respective core ontology concepts.
Typically, a triple structure like <subject, predicate, 0b-
ject> can be used to depict the fundamental relationship be-
tween entities. For example, Miao et al. (2020) employ a
TRT structure consisting of Technology (noun phrase), Re-
lationship (preposition phrase), and Technology (noun
phrase) as the underlying framework for semantic analysis,
enabling the extraction of relationships between technical
terms in patent texts. However, in many cases, the expressive
capability of triples needs to be improved when attempting
to capture complex relations. Consider a semantic structure
“Prevaluates S for S” and its two triples in ontological form:

< Pr,evaluates,S >,< S, for,S > (1)

Obviously, the triple < S, for, S > can not give meaningful
semantics and may lead to confusion in understanding.

Consequently, it is necessary to employ complex semantic
expression structures to model capability-focused seman-
tics.

To address the issue of insufficient representation capa-
bility exhibited by a single triple, we use network motifs as
the basis for solving this problem. Network motifs are
higher-order structures that are small network sub-graphs
(Benson et al. 2016). Formally, given a connected sub-graph
G = (V, E) representing a sentence containing 7 semantic
segments and an ontology set O = (Class, Property). Based
on the order of the segments in the sentence, each adjacent
node pair Vi,V has a connection edge €€ E . For asen-
tence with at least three semantic segments, we can define a
motif 7 with three nodes v, »V;,V, onits graph G through
their ontology set O = (Class, Property):

MESCPys € PjCi > (2)

where ¢; ;, € Class is the class of the nodes v;, v, v, and
Py € Property is the property type of ¢;, ¢ defined in
the ontology.

As shown in Figure 7, we mine motifs by constructing a
connected subgraph G*of a sentence based on the depend-
ency relations among semantic segments. This is grounded
on the assumption that any lexeme can be connected to the
ROOT of the sentence through a finite number of depend-
ency relations. Each semantic segment (including NP nodes
v and connector nodes p) is numbered sequentially, starting
from 0 and connected to the ROOT according to depend-
ency relations. For some dependency relations, e.g. “conj,”
“advcl,” their connection relationships need to be adjusted
to ensure that connector nodes p are only connected to NPs
nodes v. Subsequently, by converting connector nodes into
edges, the directed graph G* is transformed into a graph G
containing only NPs nodes for motif mining. Let A = (4;)
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Example sentences and their semantic structures

Example 1: “This project develops combined/advanced cycle air-breathing high-speed and hypersonic propulsion technologies to provide

revolutionary propulsion options for warfighters.”

Semantic structure: Pr develops T to provide F for U

Example 2: “This project evaluates lubricants, mechanical systems, and combustion concepts for advanced turbine engines, pulse detona-

tion engines, and combined cycle engines.”

Semantic structure: Pr evaluates C for S

Example 3: “This project also develops technologies to increase turbine engine operational reliability, durability, mission flexibility, main-

tainability, and performance while reducing weight, fuel consumption, and cost of ownership.”

Semantic structure: Pr develops T to increase Pf

Example 4: “This project develops component technology for an adaptive cycle engine architecture that provides both optimized perfor-

mance and fuel efficiency for widely varying mission needs.”

Semantic structure: Pr develops T for F that provides Pf for M

Example 5: “This project evaluates hydrocarbon-based fuels for legacy and advanced turbine engines, scramjets, pulse detonation and com-

bined cycle engines.”

Semantic structure: Pr evaluates S for S

Symbolic meanings: C-Capability, E-Environment, F-Function, A-MissionNeed, Pf-Performance, Pr-Project, S-System, 7-Technology, U-

User.

Table 2: Examples of the semantic structure of sentences

dependency relationship graph G* with all nodes

ROOT

. 0246810111315
graph G with only NPs 0lo10070700
20030000%
& 400050000
2 6000000000
weight 8000009000 edges7andl2
; 101000000004
7 Mmivooooooin
. 130000000014
15(000000000

2) oo

: (n
@% (8) \ (8) ‘&
0246810111315
(4) (13) 4 9 3 000300630
- - 210001500000 .
5 4 41000000000 motifthrough
(10) (e —. (10) >n 61000000000 edoes7and 12
L (1s) ~ — (15) 8000000000
(8) (8) “ w0000 0000
- - MiOOODOO0 D0 Q168
13000000000
Example: This projeet® develops' enabling-capabilitics® to enhance® performance and affordability® of® existing weapon systems® BN I0nD
and develops’ componcent technologics® and adaptive cycle engine architecturce! to provide1'? optimized performance, A?

fuel cfficicney, and life” for™ widely varying mission needs'.

Figure 7: Mining motifs based on weighted adjacency matrix.

be the weighted adjacency matrix of G, where a non-zero el-
ement 4;; = p indicates that v; and v; are connected through
the p-th connector node. Since there are no loops in graph
G, there is only one way to connect any three nodes. There-
fore, a motif exists among nodes v;, v, and v if and only if
aga; > 0. In this case, the element in the matrix A” = (a)
represents the product of the connector p and g connecting
nodes v;, v, and vy

pg,motif exists between i, j,and k

o, =a,ay +-taa, +..ta,a, =
e e

0 0

After mining motifs by Algorithm 2, we summarize the
most prevalent types of motif 7 mined from free text and
use them to enhance the semantic extraction. This process
is also used to complete the missing property types of the
ontology design in Section 3.3. These property types based
on free text mining are shown in Table 3. We provide our
code here: https://gitee.com/rs023/preTech2.

(3)

0, motif not exist between i, j,and k
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Algorithm 2 Motifs mining 4.3 Identifying non-compliant semantics

Require: S, the list of all segments (ontology-format)

from a sentence, S = {s.}. Using a motif-based structure, we analyze the text infor-
G, the sub-graph of all NPs in S, A is the ad- mation mined to determine what motif structure forms can

jacency matrix of G. express semantics related to the capability aspect. As we con-

1: for cach element a; in A2 do tinue to mine data, more motif structures about capability

2. if 2 > 0 then aspects are being discovered. Table 4 shows these candidate

3. 7 the 7-th row of A semantic motifs according to the definition of ontology.

4 ¢ < the £-th column of A Obviously, these motif structures need further examina-

5. U tion to provide correct semantic information equivalent to

] . . the original text. For instance, the correct semantic expres-
j < the index of non-zero element in e

6: sion in Example 3 should be modeled by motifs:
(only one)
7: p the j—th element in 7 Prdevelops Tin E for C— < Pr,develop,T,constrainedBy, E > (4)
. : : r develops T in E for
8: g < the j-th elementin ¢ P < Pr,develop, T, enable,C >
9: motif = {5, $p, 55 54> 52}
10: add motif to M To address the above semantic equivalence issue, we pro-
11: return A/ pose using customized motif templates to transform the free
semantics into a unified form. Generally, we want to estab-
lish these semantic motifs in a form similar to “cbp:CS—
Relation Domain Range Inverse relation Common words
cbp:linkTo - - cbp:linkFrom -
d 1 5 i i > d > fc :) 1 2]
cpdevelop chp:Project pCS chpdeveloped By teve op, investigate, demonstrate, focus on, evaluate
etc.
cbp-enable cbp:Project/CS cbp:CD cbpzenabledBy enable, achieve, deliver, assess, etc.
chp:support - cop:CM cbp:supprred By support, ensure, for, etc.
cbpzenhance - cbp:Performance  chp:enbancedBy improve, enhance, etc.
chp:include - - - include
chp:associate - - - of, for, in, etc.
bp:Environ-
chp:constrain copEnviron - chp:constrainedBy in
ment
chp:concern chp:User - chp:concernedBy focus, critical to

Table 3: Relations associated with capability semantic.

Example sentences and their candidate motifs

Example 1: “This project develops ... technology for ... architecture that provides ... efficiency for ... needs.”
Semantic structure: Prdevelops T for F that provides Pf for M
Candidate motifs: <Pr, develop, T, support, F>, <T, support, F, enhance, Pf>, <F, enhance, Pf, support, M>

Example 2: “The enabling technologies developed under this project will be used for ... capabilities.”
Semantic structure: T developed under Pr will be used for C

Candidate motifs: <T, developed By, Pr, enable, C>

Example 3: “This project develops ... technologies in ... environment for ... capabilities.”
Semantic structure: Prdevelops T in E for C

Candidate motifs: <Pr, develop, T, constrainedBy, E>, <T, constrainedBy, E, linkTo, C>

Table 4: Examples of candidate semantic motifs mining.

- am 03.02.2026, 08:42:10. - @)


https://doi.org/10.5771/0943-7444-2024-4-227
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Knowl. Org. 51(2024)No.4

Mu Lin, Tongxin Li, Tao Wang, Xiaobo Li, and Weiping Wang. “Enhancing the Accessibility of Text Data in Decision Making ...

cbp:CD—>chp:CAM. Identifying equivalent semantic forms
in motif structure is the key step to realizing semantic com-
pliance. This requires establishing some rules and trans-
forming the semantic motif to compliant triples based on
these rules, as shown in Figure 8.

There are many ways to realize the above functions, such
as checking the semantics of linked data and adding new se-
mantic links through reasoning language based on the De-
scription Logic (DL). In practice, we find that the graph up-
date operations provided by the SPARQL language can
achieve the same goals more efficiently and directly. The
specific method is to define the query rules through the
WHERE keyword and then modify the graph through the
DELETE and INSERT keywords. An example of the query

is shown as follows:

cbp:Project cbp:Project

bp:CD chp:enable
cbp:C

cbp:CS cbp:CD

cbp:Environment cbp:Environment

bp:enable
chp:CD ehp:cs P e

chp:Performance chp:Performance

chp:support

chp:Iunction cbp:CS

cbp:lunction

cbp:Function

%

2,

=)
)

%

-bp:enable
cbp:CD cbp:CS copemdnie cbp:CD

cbp:lrunction

DELETE {?environment cbp:enable ?cd}
INSERT {2cs cbp:enable ?cd}
WHERE {
2¢s cbp:constrainedBy ?environment.
?environment cbp:enable ?cd.
2¢s rdf:type cbp:CS.
?environment rdf:type cbp:Environment.

?cd rdf:type cbp:CD

4.4 Linking capabilities to their motivations and
implementations

Once the connections of semantic segments are updated
through the compliance process, our focus shifts to making

Sentence example

The enabling technologies developed under this project will be used

for ... capabilities.

Non-compliant semantic in motif-based structure
1 developedBy Pr enable

Compliant motif/triples

<Pr, develop, T, enable, C>

Sentence example

This project develops ... technologies in ... environment for ...

Non-compliant semantic in motif-based structure
Pr develop T constrainedBy E enable C
Compliant motif/triples

<T, enable, C> & <T, constrainedBy, I['>

Sentence example
... technologies are required to increase ... readiness and
effectiveness by providing the information processing ...
Non-compliant semantic structure
T enhance Pf support IY
Compliant motif/triples
<1, enhance, Pf> & <1, support, >

Sentence example

These technologies area improves ...operations by
developing ... capabilities.
Non-compliant semantic structure

1 support F enable C
Compliant motif/triples

<T, support, > & <T, enable, C> & <C, support, >

Figure 8: Semantic compliance checking for the capability aspect based on a motif structure
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the linked data available for the decision-making application
shown in Figure 2. The knowledge database consists of
linked data that provides a means of linking capabilities
with their corresponding motivations and implementa-
tions, giving convenience for decision-makers to query ca-
pability-focused semantics. To this end, we utilize the
SPARQL language and query based on our compliant mo-
tif-based graph data. SPARQL language allows for straight-
forward querying using property path expression, which
aligns with our objective.

A property path expression in SPARQL is similar to a
string regular expression but over properties, not characters.
Query evaluation determines all matches of a path expres-
sion and binds the subject or object as appropriate. The syn-
tax of property paths querying in SPARQL can comprise
the elements listed in Table S.

Based on semantic compliance processing, a simple
SPARQL query statement that finds the details of the capa-
bility solution in the database (denoted as ?x) and links with
their motivations can be expressed as:

SELECT 2cs ?x 2cm
WHERE {
?cs cbp:include ?x.
?cs cbp:support 2em.
{
SELECT 2cs
WHERE{
2pr rdf:type cbp:Project.
2pr (cbp:develop|cbp:include)+ ?cs.
}GROUP BY ?2cs
}
}

5.0 Experiments
This section assesses the ontology-based semantic frame-

work’s utility and exemplifies its intended usage. To illus-
trate how the semantic compliance process works, we pro-

vide an example text and two graph databases for the exper-
iment. A set of open-source tools are used to provide our
ontology-based and graph-based linked data experimental

environment, including:

1) RDFLib (https://rdflib.readthedocs.io/): a Python li-
brary for working with RDF, providing Parsers and Seri-
alizers for generating RDF data in RDF/XML, N3,
NTriples, N-Quads, Turtle, and other formats. We de-
veloped a program based on RDFLib to generate RDF
format triples. It helps us generate RDF data with ontol-
ogies automatically in an environment integrated with
text processing.

2) Protégé (Knublauch et al. 2004): This ontology editor
supports the OWL and RDF specifications, providing a
plug-and-play environment. Its visual plug-in shows our
RDF data, and a plug-in of Semantic Web Rule Lan-
guage (SWRL) (Horrocks et al. 2004) helps add the
OWL-based semantic relations in triple data before the
semantic compliance processing.

3) SPARQLWrapper (https://sparglwrapper.readthedocs.
io/): a Python library that performs queries remotely by
wrapping the SPARQL service. It helps by creating
SPARQL-based query invocation and, optionally, con-
verting the result into a more manageable format.

4) Fuseki (https://jena.apache.org/): a SPARQL server of
Apache Jena, providing SPARQL endpoint for querying
and managing triple data. We use it as a server to answer

SPARQL queries in SPARQLWrapper over HTTP.

The above tools constitute a simple integrated environment
to realize our framework, as shown in Figure 9. The experi-
ment first checks the logical correctness of our semantic com-
pliance process through a simple text example and then com-
pares the query performance of compliance/non-compliance
databases by setting two query scenarios. A SPARQL query
test set is proposed to test our semantic compliance process,
given in Section 7.0. It contains ten SPARQL queries, includ-
ing different query forms and functions, to demonstrate our

Syntax form  Matches

(elt) A group path elt, brackets control precedence.

eltl/elt2 A sequence path of elt1, followed by elt2.

eltl|elt2 An alternative path of eltl, or elt2 (all possibilities are tried).
elrx A path of zero or more occurrences of elt.

elr+ A path of one or more occurrences of elt.

elr? A path of zero or one elt.

Table 5: The syntax of property paths querying.
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i Python environment
H j RDFLib

Project texts ¥
database

Generate RDF data with
ontologies

__ | Add OWL-based semantic
relationships

&y

Protégé

——> Triple data management | ﬂ <

SPARQLWrapper

SPARQLWrapper

Semantic compliance

processing Query and statistics

Fuseki

Figure 9: The experimental environment.

Ontology Text

cbp:Project “This project”

cbp:Technology “the required navigation technologies”

cbp:Function “generating, controlling, receiving, and processing electronic and photonic signals”
cbp:Environment “severe weather”

cbp:Performance “the survivability of acrospace vehicles”

cbp:Capability “intelligence, surveillance, reconnaissance, and precision positioning capabilities”

cbp:System “exploratory electronic and optoelectronic devices, components, microsystems and subsystems”

Table 6: The semantic segments of the example text.

framework’s feasibility of using SPARQL to realize semantic
query and reasoning. Queries 1 to 6 realize the semantic com-
pliance checking process according to Section 4.0. Queries 7
to 10 are used to test the query performance for two data-
bases.

5.1 Semantic compliance processing

First, an example text is selected for the experiment: “This
project focuses on the required navigation technologies that
support generating, controlling, receiving, and processing
electronic and photonic signals in severe weather to enhance
the survivability of aerospace vehicles. The enabling tech-
nologies developed under this project will be used for intel-
ligence, surveillance, reconnaissance, and precision posi-
tioning capabilities. The technologies developed include ex-
ploratory electronic and optoelectronic devices, compo-
nents, microsystems, and subsystems.”

Based on Algorithm 1, a Python program first segments
the text and generates graph data in RDF format. The text is
divided into 7 semantic segments and given an ontology, as
shown in Table 6. The graph data is visualized in Protégé (Fig-
ure 10).

Queries 1 to 6 are used to query the graph data for se-
mantic compliance processing. As shown in Figure 11, the
semantic structures of the text segment are reconstructed
from Type-1 to Type-2 after semantic compliance pro-

cessing (Table 7).

Semantic structures

Prdevelop T support F constrainedBy E enbance Pf
T developBy Pr enable C

T indude S

Prdevelop T support F constrained By E

Fenbance Pf

Prdevelop T enable C

T indude S

Type-1

Type-2

Table 7: Semantic structures before and after semantic compliance
processing.

5.2 Query performance comparison

This section shows how our semantic compliance pro-
cessing improves the query with a specific purpose for CBP

decision-making by SPARQL’s property paths querying. To
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Figure 10: OWL ontology definition and entity relations visual in Protégé.
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Figure 11: Visualize Type-2 semantic structure in Protégé and query compatible triples in Fuseki.

this end, a graph database GDB generated by 2,000/4,000
documents with a similar semantic structure is used as the
test set. These documents contain sentences with a similar
semantic structure as the above example, and we use them
to test the impact on the query performance before and af-
ter the semantic compliance process.

Specifically, GDB is constructed with both Type-1 and

Type-2 semantic structures to simulate linked data in prac-

tical applications, as shown in Table 7. The two semantic
structures have the same semantics, but Type-2 complies
with the semantics specified by our ontology, while Type-1
is non-compliant. To verify the effectiveness of our method,
another graph database, GDBc, with semantic compliance
processing, is used for comparison, which only has a Type-2
structure, as shown in Table 8.
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Semantic Storage sizes
Database
structures Docs Triples
1,000 +
GDB Type-1+ 1,000 60k
Type-2 2,000 + 120k
2,000
2,000 60k
GDB Type-2 >
: e 4,000 120k

Table 8: Database for experiments.

First, two scenarios according to the decision-making of
CBP are set in our experiments:

1) Scenario 1: Query descriptions refer to improving some
performance in a specific environment, which needs
linking between cbp:Project and cbp:Performance.

2) Scenario 2: Query implementation details of capability
solutions related to a specific capability, which needs to
query the entities linked to ¢p:CS through the chp:in-

clude relationship.

Two groups of queries with the same purpose in Section 7.0
are used to query GDB and GDB, respectively. Queries 7
and 8 are used for scenario 1, and Queries 9 and 10 are used
for scenario 2. For GDB, since different semantic structures
are contained, all possible situations must be considered
when querying. Queries 7 and 9 use SPARQL’s UNION
keyword to achieve this goal. For GDBc, we use Query 8 and
10 to achieve the same function.

A Python program that uses the SPAR QL wrapper library
is built to query the constructed dataset. The performance is
evaluated by measuring the program’s response time. In this
context, the response time is defined as the duration in sec-
onds between when a consumer program initiatesa SPARQL
query and when it receives the query result from Fuseki’s
SPARQL endpoint. To eliminate network latencies, the test
was run locally. Execute the query set 100 times on the test
data to simulate the real usage scenario. The average response
time of each query is shown in Figure 12.

6.0 Conclusions

Our research proposes an ontology-based semantic frame-
work to organize and manage text data from project docu-
ments efficiently and aims to mitigate the cognitive uncer-
tainty in the decision-making process from the perspective
of semantic compliance. Our data-driven method uses the
ontology-based framework to model a wide range of com-
plex knowledge related to capability semantics. This enables
the construction of a knowledge base for capability-based
project portfolio management. Ontology also enables the
use of a motif-based subgraph structure to manage the se-
mantic equivalence problem of free text. The semantic com-
pliance issues in free text expression are solved using the
SPARQL query, reducing the uncertainty of knowledge in
decision-making.

The preliminary experiment demonstrates that leverag-
ing data-driven approaches and semantic web technology
facilitates the integration of significant semantic knowledge
from free texts of candidate projects into a knowledge base.
This tacit knowledge is further standardized by semantic
compliance processing, and the compliant semantic linked
data are consistent with our ontology, which provides con-
venience for decision-makers to understand the data struc-
ture in the knowledge base. To prove the other benefits of
semantic compliance processing, we use a compliant/non-
compliant graph database to demonstrate their differences
in query scenarios. The graph database with semantic com-
pliance has apparent advantages in query generating and re-
sponse speed, which helps our expected application for
CBP.

Our research has limitations. One limitation lies in the
speed of semantic compliance, and we have yet to conduct a
comparative analysis of semantic compliance implementa-
tion methods based on extensive data. Considering the se-
mantic diversity in practice, this part of the content must
rely on accurate data for more investigation. Another area
for improvement is the automatic generation of semantic
structure, which is not discussed in detail in this paper,
mainly because it is beyond the scope of this paper. How-

Docs Scenario  Database Query Database
2000 Scenario | GDB Query? NN B GDB
GDBc

GDBc  Query8

Scenario 2 GDB
GDBc  Queryl0

4000 Scenariol GDB
GDBc  Query8

Scenario 2 GDB
GDBc  Queryl0

0.00 0.01

Queryo N

Query? I
Queryo |

0.02 0.03 0.04
Query time (s)

Fz'gure 12: Response time with different storage sizes.
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ever, there is no doubt that the generation of semantic struc-
ture must be automated, and more natural language pro-
cessing methods must be studied.

Future work will prioritize expanding the framework’s
scope in the CBP decision-making process, particularly in
project portfolio generation and cross-project association
based on the knowledge base. Furthermore, comprehensive
testing is required to improve the identification of capabil-
ity semantic expressions. We intend to use more deep learn-
ing-based Natural Language Processing methods to im-
prove this process’s automation.
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The test set of SPARQL queries was proposed to assess the CBP application potential based on the real scenario. Query 1 to
Query 6 realize the semantic compliance checking function in Table 4 and modify the triple data through SPARQL’s update
interface. Query 7 to Query 9 use the knowledge base that has been processed by semantic rules compliance to query and link
capabilities to their solutions and motivations.

Prefixes

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX owl: <http://www.w3.0rg/2002/07/owl#>

PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schema#>
PREFIX xsd: <http://www.w3.0rg/2001/XMLSchema#>
PREFIX cbp: <http://www.ex.org/cbp#>
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Query 1. Purpose: CS developed By Pr enable C— Pr develop CS enable C

INSERT {2cs cbp:enable ?cd}
WHERE {
2cs cbp:developedBy ?project.
?project cbp:enable ?cd.
?project rdf:type cbp:Project
}
Query 2. Purpose: CS constrainedBy E enable C— CS enable CS, and CS constrainedBy E

DELETE {?environment cbp:enable ?cd}
INSERT {2cs cbp:enable ?cd}
WHERE {

?cs cbp:constrainedBy ?environment.

?environment cbp:enable ?cd.
2cs rdf:type cbp:CS.
?environment rdf:type cbp:Environment.
?cd rdfitype cbp:CD
}
Query 3. Purpose: CM constrainedBy E enbance Pf—CM constrainedBy E, and CM enhance Pf

DELETE {?environment cbp:enhance ?performance}
INSERT {?cm cbp:enhance ?performance}
WHERE {

?cm cbp:constrainedBy ?environment.

?environment cbp:enhance ?performance.
?cm rdf:type cbp:CM.
?environment rdf:type cbp:Environment.
?performance rdf:type cbp:Performance
}
Query 4. Purpose: CM enbance Pf support F—CM enbance Pf; and CM support F
DELETE {?performance cbp:support ?function}
INSERT {?cm cbp:support ?function}
WHERE {

?cm cbp:enhance ?performance.

?performance cbp:support ?function.
?cm rdf:type cbp:CM.

?performance rdf:type cbp:Performance.
?function rdf:type cbp:Function

}

Query 5. Purpose: CS support M associate F—~add CS support F
INSERT {2cs cbp:support ?function}
WHERE {

?cs cbp:support ?missionneed.

?missionneed cbp:associate ?function.

?cs rdf:type cbp:CS.

?function rdf:type cbp:Function.

?missionneed rdf:type cbp:MissionNeed
}

4-227 - am 03.02.2026, 09:42:10. - @)


https://doi.org/10.5771/0943-7444-2024-4-227
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Knowl. Org. 51(2024)No.4 247
Mu Lin, Tongxin Li, Tao Wang, Xiaobo Li, and Weiping Wang. “Enhancing the Accessibility of Text Data in Decision Making ...

Query 6. Purpose: CS support F enable CD— CS enable CD support F

DELETE {?function cbp:enable 2cd}
INSERT {2cd cbp:support ?function.
?cs cbp:enable ?cd}
WHERE {
2cs cbp:support ?function.
?function cbp:enable ?cd.
?cs rdf:type cbp:CS.
?function rdf:type cbp:Function.
?cd rdf:type cbp:CD
}
Query 7.
SELECT (COUNT(?x) AS ?count)
WHERE {

{
?x rdf:type cbp:Project.

?y rdf:type cbp:Performance.
?x cbp:develop/cbp:support/cbp:enhance ?y
}
UNION
{
?x rdf:type cbp:Project.
2y rdf:type cbp:Performance.
?x cbp:develop/cbp:support/cbp:constrainedBy/cbp:enhance ?y
}
}
Query 8.
SELECT (COUNT(?x) AS ?count)
WHERE {
?x rdf:type cbp:Project.
?y rdf:type cbp:Performance.

?x cbp:develop/cbp:support/cbp:enhance ?y
}
Query 9.
SELECT (COUNT(?x) AS ?count)
WHERE {
{
?project rdf:type cbp:Project.
?project cbp:develop ?z.
?z cbp:enable ?x.

?z cbp:include ?y.

}

UNION

{
?project rdf:type cbp:Project.
?project cbp:develop ?z.
?project cbp:enable ?x.
?z cbp:include ?y.

}

}
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Query 10.
SELECT (COUNT(?x) AS ?count)
WHERE {
?project rdf:type cbp:Project.
?project cbp:develop ?z.
?z cbp:enable ?x.
?z cbp:include ?y.
}
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