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Der Einsatz sozialtherapeutischer Roboter in
der Betreuung und Pflege dlterer Menschen

Theologisch-Ethische Anfragen

Abstract

Against the backdrop of social change, social and socio-therapeutic
robots are currently being promoted with the purpose of providing
supportive care for people in the fourth age. Following a histori-
cal contextualization of care work, three approaches are presented
that reflect different attitudes and options for the use of social-ther-
apeutic robots: they are categorized as the exclusion model, the
replacement model and the supplementation model. While the first
model does not do justice to the practical challenges of care and
the development of Al, the second model does not meet the ethical
requirements; the supplementation model reflects most closely the
practical and ethical demands to be met by the use of socio-thera-
peutic robots. With view to the bioethical debates and the principles
applied there, the perspective of Christian social ethics is taken up
and deepened by the criteriology of prudence as virtue of moral de-
liberation. Finally, reference is made to desiderata for public discus-
sion and to the urgency of ethical education and training with regard
to the use of social robots in both development and application.

1. Einleitung

Ich werde meinen letzten Besuch bei meiner Mutter nie vergessen.
Wir wussten beide nicht, dass sie abends sterben wiirde. Ich besuch-
te sie nachmittags im Altenheim. Sie war in den Wochen zuvor
sowohl physisch als auch geistig sehr schwach geworden, so dass
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Gesprache nicht mehr méglich waren, auch wenn sie ihre Familie
noch immer gut erkannte und Besucher:innen bei ihrem Namen
nennen konnte.! Ich hatte beschlossen, meiner Mutter eine Puppe
mitzubringen, die sehr lebensecht aussah. Die Reaktion auf diese
Puppe war iiberraschend: Nach einem kurzen Moment des Befrem-
dens nahm meine Mutter sie auf den Schof3 und lie§ sie in den
folgenden Stunden kaum mehr aus den Augen. War sie zu Beginn
meines Besuches offensichtlich gestresst, weil sie meine Fragen nicht
beantworten und meinen Erzahlungen nicht folgen konnte, wurde
sie zunehmend entspannter und auch gespréchiger - nicht nur mit
der Puppe selbst, die wechselnd einen weiblichen und einen ménnli-
chen Namen bekam (sie entsprach dem gesellschaftlichen Bild eines
Jungen und war entsprechend gekleidet), sondern auch mit mir. Die
Sétze waren plotzlich sehr fliissig und verstdndlich, meine Mutter
war entspannt und offenkundig gliicklich iiber den kleinen Schatz
auf dem Schofi, dem sie wihrend unseres Spaziergangs die Umge-
bung zeigen konnte. Die Puppe wurde zu einem Medium, das mei-
ner Mutter emotionale Sicherheit zu geben schien. Zugleich ermég-
lichte sie aber auch das Gespréich mit mir, indem meine Mutter mich
immer wieder in ihre Gedanken einbezog.? Nun sind Puppen keine
Roboter, aber beide rufen Reaktionen hervor, die gerade Menschen
mit Demenz emotional stimulieren konnen. Sozialtherapeutische
Roboter, um die es in diesem Beitrag geht, kommen einem Bedarf
entgegen, der vielleicht nur in modernen, hochtechnologisierten Ge-
sellschaften existiert: beruhen doch ihre Sozialgefiige zunehmend
auf individualisierten Lebenswelten, in denen KI-Systeme und das
Internet-of-Things Funktionen tibernehmen, die traditionell von an-
deren Menschen, analogen Werkzeugen oder Maschinen iibernom-
men wurden.

In den vergangenen Jahren ist nicht nur die Entwicklung sozial-
therapeutischer Roboter rasant gewachsen, sondern auch die Litera-
tur zu ihrer Entwicklung, den Anwendungen und den ethischen He-

1 Da Demenz eine medizinische Diagnose voraussetzt, diese aber nicht vorlag und
Pflegende eher von zunehmender Altersdemenz im umgangssprachlichen Sinn
sprachen, lasse ich hier offen, ob eine Demenz bereits vorlag.

2 Was die Pfleger:innen in Gesprachen mit der Familie antizipiert hatten und was
sie daher wenig tiberraschte, trat tatsichlich ein: Am spaten Abend dieses Tages
starb meine Mutter, was mich vor dem Hintergrund des gerade Erlebten aber
vollkommen unvermittelt traf.
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rausforderungen, die im Zuge ihrer Verwendungen geklart werden
miissen.? Vieles von der Faszination, die wir mit den Errungenschaf-
ten der Kiinstlichen Intelligenz verbinden, stammt jedoch aus Erfah-
rungen, die gar nicht so sehr an die Technik gebunden sind, sondern
vielmehr der Vielfalt menschlichen Handelns und sozialer Interakti-
on entspringen. Wenn Menschen sich als Werkzeuge machende und
Werkzeug gebrauchende Tiere entwickelt haben, und mit zuneh-
mender Technikentwicklung Gegenstande erst zu Werkzeugen, dann
zu Maschinen, heute zu kiinstlich intelligenten Maschinen werden,
stellen sich neue Fragen sowohl fiir die Anthropologie als auch
fur die Technikphilosophie.* Die Entwicklung sozialtherapeutischer
Roboter im Gesundheitswesen bildet nur einen kleinen Teil der
gesamten KI-Forschung ab. Im Kontext der Gesundheitsversorgung
werden Roboter vor allem fiir Rehabilitation, fiir Operationen, Tele-
medizin und Medikationsmanagement eingesetzt. Sozialtherapeuti-
sche Roboter spielen aber insbesondere in der Pédiatrie und in der
Geriatrie eine zunehmende Rolle - in diesem Beitrag geht es mir
ausschliefSlich um ihren Einsatz im sogenannten vierten Lebensalter,
das ab dem achten Lebensjahrzehnt angesetzt wird.>

2. Care-Arbeit

Traditionell wird die Altenpflege vor allem in Familien — und dort
insbesondere von Frauen - unentgeltlich geleistet und von femi-

3 Bis heute gibt es keinen Konsens, was genau unter soziale Roboter fallen sollte,
aber hiufig werden service, companionship, therapy, und education genannt.
Hung et al. bestimmen soziale Roboter so: ,Social robots are innovative au-
tonomous systems that feature a physical robot component, typically designed
with a humanoid or anthropomorphic form. [...] Empowered with characteris-
tics such as speech, gestures, and eye-gaze, which can be customized to a particu-
lar user or social context, social robots can behave like natural partners engaging
humans in social interactions. Robert/Fantinato et al.: Social Robotics. Vgl. auch
die Uberblicksstudien: Ragno/Borboni/ Vannetti et al.: Application; Morgan/Ab-
di/Syed et al.: Robots in Healthcare; Gonzdlez-Gonzdlez/Violant-Holz/ Gil-Iran-
zo: Social Robots; Boada/Begofia/Genis: The ethical issues.

4 Dass Menschen Werkzeug machende und gebrauchende Tiere sind, geht auf
Benjamin Franklin zuriick; einen interessanten Ansatz legte Tim Ingold vor, der
aber tiber meine Diskussion hier hinausgeht. Vgl. Ingold: Eight themes.

5 Misselhorn/Pompe/Stapleton: Ethical Considerations.
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nistischen Wissenschaftlerinnen als ,Love’s Labor® bezeichnet, die
im weiteren Sinn haufig als unbezahlte ,Care-Arbeit® klassifiziert
wird.® Die institutionalisierte Betreuung und Pflege in den Industrie-
landern hat sich im Laufe des 20. Jahrhunderts zwar zunehmend
professionalisiert, gleichzeitig blieben die Berufsrollen aber oft mit
stereotypen Weiblichkeitsmodellen verbunden.” Diese basieren auf
der Annahme, dass soziales Engagement und ganz allgemein die
Fiirsorge fiir andere dem weiblichen Geschlecht néher ist - ein Vor-
urteil, das sich bis heute hartnackig hilt und eine geschlechtertheo-
retische Reflexion nach sich zieht. Dieses Vorurteil wurde aber leider
auch von der feministischen Care-Ethik gendhrt, die zu Beginn der
1980er Jahre prominent wurde.® Nicht zufillig ist die Care-Arbeit
aber nicht nur weiblich, sondern auch theologisch konnotiert: tiber
Jahrhunderte war die offentliche Pflege und Sorge fiir bediirftige
Menschen als Dienst christlicher Frauen angesehen, insbesondere
aber auch in der Hand von Frauenorden. Sogenannte ,,Pflegeschwes-
tern® organisierten die Kranken- und Altenpflege, bevor diese zum
Ende des 19. Jahrhundert zumindest in Deutschland in gleicher Wei-
se auch von der staatliche Wohlfahrt ibernommen wurde - bis
heute geschieht dies aber in enger Kooperation mit den kirchlichen
und anderen Wohlfahrtsverbanden.” Heute riskieren Pflegekrifte,
die dauerhaft in ihrem Beruf titig sind, insbesondere durch die kor-
perlichen Anforderungen der Altenpflege nicht nur eine geringere
Lebensqualitdt als Angestellte anderer Gesundheitsberufe, sondern
auch eine geringere Wertschitzung als zum Beispiel Pflegekrifte in
der Versorgung von kranken Menschen.!” Die Prognosen eines zu-
kiinftigen Pflegenotstandes sind jedoch auch vor dem Hintergrund
zunehmend dkonomisch orientierter Institutionen zu sehen. Pflege-
institutionen definieren Effizienzanforderungen unter dem Gesichts-

6 Kittay: Love’s labor.

7 Vgl. aus feministisch-theologischer Perspektive dazu Sullivan-Dunbar: Human
dependency.

8 Gilligan: In a different voice. Fiir die Theologische Ethik ist das Standardwerk
Schnabl: Gerecht sorgen. Die bioethische Auseinandersetzung mit der Care
Ethik habe ich ausgefiihrt in Haker: Autonomy. Vgl. dazu Heimbach-Steins/Bob-
bert: Sorge - Care.

9 Nelson: Say Little.

10 Emunds: Gut versorgt? Vgl. auch Brause/Kleina/Horn et al.: The risk of
burnout.
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punkt der Rentabilitit und nicht unbedingt im Hinblick auf die
Gerechtigkeit gegeniiber allen dlteren Menschen und dem Pflegebe-
ruf im Allgemeinen.!

Altere und alte Menschen haben das Recht, gut betreut und gut
gepflegt zu werden. Die Gesellschaften schulden ihnen Solidaritat
und eine gerechte Sorge; beides basiert auf einem wenn nicht ex-
pliziten, dann doch immerhin impliziten Generationenvertrag, der
Verantwortungen markiert. Nun wiinschen sich Menschen heute
den Ausbau ambulanter Leistungen, und sie wollen Alter mit mdog-
lichst grofier Flexibilitdt in der Gestaltung ihres Lebensalltags erle-
ben. Aber im vierten Lebensalter werden zunehmend Pflegeleistun-
gen notwendig. Pflege und Betreuung schliefien die psychische bzw.
emotionale Befindlichkeit ein, was unter den Bedingungen einer in-
dividualisierten Gesellschaft schnell zu Uberforderungen sowohl der
Angehorigen als auch der professionell Betreuenden und Pflegenden
fithren kann.

3. Griinde fiir den Einsatz sozialtherapeutischer Roboter

Soziale Interaktionen basieren idealiter auf Wechselseitigkeit und
Symmetrie der Beziehung, wobei auch asymmetrische Beziehungen
nicht einfach als Dominanz und Unterwerfung betrachtet werden
konnen - sie bediirfen aber einer besonderen moralischen Aufmerk-
samkeit fiir die Machtasymmetrie.”? Dariiber hinaus sind die Unbe-
rechenbarkeit der ,Spielziige® in der Kommunikation, die gegenseiti-
ge Inanspruchnahme oder auch die gegenseitige Sorge fiireinander
Teil sozialer Interaktionen. In der ethischen Tradition steht - in
Anlehnung an Aristoteles — das Modell der Freundschaft fiir eine
solche gegenseitige Sorge und das wechselseitige Wohlwollen."?

11 Wessels: Pflege6konomie.

12 Dies haben in Bezug auf Pflegeroboter Robert und Linda Sparrow schon relativ
frith ausgefithrt und jiingst noch einmal aufgenommen: Sparrow/Sparrow: In
the hands of machines?; Sparrow: Virtue and Vice.

13 Aristotle: Nicomachean ethics. Vgl. dazu u.a. die Ausfithrungen in Ricceur: Das
Selbst als ein Anderer. Hier ist zum Beispiel die Entwicklung von Robotern wie
»Sophia“ relevant. Zu einer kritischen Diskussion solcher humanoiden Roboter
vgl. Parviainen/Coeckelbergh: The political choreography.

261

16:18:1;



https://doi.org/10.5771/9783495993835-249
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Hille Haker

Derzeit gibt es viele sozialtherapeutische Roboter auf dem Markt.
Aber kein anderer ist so gut dokumentiert wie ,,Paro’, ein sozialthe-
rapeutischer Roboter, der einer Spielzeugrobbe dhnelt.!* Die Griinde
fiir die Einfithrung von Robotern in der Altenpflege sind vielfaltig
und aufs Engste mit dem sozialen Wandel, der Gesundheitspolitik
sowie der Technikentwicklung im Bereich der Kiinstlichen Intelli-
genz verwoben. Fiir die Einfiihrung der sozialen bzw. sozialthera-
peutischen Roboter werden verschiedene Griinde angegeben:

- Demographischer Wandel: Dieser fithre zu einem erhdhten Be-
darf an Pflege- und Betreuungskriften in allen Branchen. Die
Betreuung in diesen Zusammenhidngen wird bereits in erhebli-
chem Umfang durch eine technische Ausstattung begleitet. Und
die Abgrenzung zwischen diesen bereits als ,traditionell” gelten-
den technischen Pflegehilfsmitteln (Treppenlifte, Haarwaschma-
schinen etc.), Pflegerobotern und sozialtherapeutischen Robotern
ist nicht eindeutig.’®

- Mangel an Pflegekriften: Immer weniger Menschen konnen ihre
alternden Angehorigen pflegen oder sind bereit, professionell in
der Pflege zu arbeiten. Roboter konnen nicht nur diese korperli-
che Arbeit {ibernehmen, sondern auch ein Uberwachungssystem
bereitstellen, das die personliche Anwesenheit von Angehdrigen
und/oder Pflegekriften reduziert. Der Mangel an Pflegekriften, so
das hiufig geduflerte Argument, fithre dazu, dass Roboter benétigt
werden, um auch in Zukunft eine qualitativ hochwertige und
ausreichende Versorgung zu gewihrleisten.!®

- Unabhdngigkeit und ambulante Assistenz: Der Einsatz von Pfle-
gerobotern zu Hause kann die von vielen dlteren Menschen

14 Hung/Liu et al.: The benefits. Ein kurzes Video zu ,Paro findet sich hier:
https://www.youtube.com/watch?v=PAJ2GXzaJtQ (zuletzt gesehen: 13.11.2023).

15 Nach wie vor gibt es keinen Konsens zur Definition von sozialen Robotern.
Vgl. dazu die Uberblicksartikel von Ragno/Borboni/Vannetti et al.: Application;
Morgan/Abdi/Syed et al.: Robots in Healthcare; Scoglio/Reilly/Gorman et al.:
Use of Social Robots; Gonzdlez-Gonzdlez/Violant-Holz/ Gil-Iranzo: Social Ro-
bots.

16 Japan ist dafiir ein gutes Beispiel: ,the Japanese Ministry of Health, Labor,
and Welfare projects that by 2025, the country will have around 400,000 care
workers less than it needs. To mitigate this crisis, the government has decided
to increase the number of both foreign guest workers and robotic devices. Aron-
sson: Social robots.
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angestrebte Unabhingigkeit fordern. Das Zusammenspiel von
Pflegeassistenz, Monitoring und sozialer Interaktion erhoht die
Wahrscheinlichkeit, dass Menschen langer in ihrer gewohnten
Umgebung leben konnen.

- Kosten: Es wird erwartet, dass der Einsatz von Pflegerobotern da-
zu beitragen wird, Kosten zu senken, indem sie es den Pflegekrif-
ten ermdoglichen, sich auf die ,Kernaufgaben® zu konzentrieren,
d.h. auf die Interaktion mit &lteren oder kranken Menschen.

- Emotionale Assistenz: Abgesehen von den Begleitrobotern werden
sozialtherapeutische Roboter in der Altenpflege vor allem deshalb
eingesetzt, weil sie berechenbar sind, weil sie Menschen emotio-
nal stimulieren konnen und weil sie helfen konnen, Gefiihle wie
Traurigkeit, Wut oder Einsamkeit zu regulieren. Dass sie dazu in
der Lage sind, ist mittlerweile in empirischen Studien belegt."”

4. Die Debatte um sozialtherapeutische Roboter in der
Altenpflege

Im Folgenden werde ich drei Modelle unterscheiden, die als Antwort
auf die Entwicklung und Einfithrung von sozialtherapeutischen Ro-
botern im Umgang mit &lteren bzw. alten Menschen verstanden
werden kénnen.!

4.1. Das Ausschlussmodell

Das Ausschlussmodell basiert auf der Abwehr von sozialtherapeuti-
schen Robotern in der Pflege. Es schliefit aus, dass diese zu authen-
tischen Interaktionen fahig sind, weil sozialtherapeutische Roboter
zwar eine funktionale, nicht aber eine moralische Handlungsfahig-

17 Pirhonen/Tiilikainen/Pekkarinen et al.: Can robots; Pu/Moyle/Jones et al.: The
Effectiveness. Die Modelle weichen von den frither beschriebenen insofern ab,
als ich heute die Abwehr bzw. den Ausschluss von Robotern, den Ersatz fiir
menschliche Pflege sowie die Erginzung pflegerischer Tiétigkeiten als prézisere
Beschreibung betrachte.

18 Ich beziehe mich dabei auf mehrere vorhergehende Publikationen: Haker: Ethi-
sche Fragen; Haker: Social Robots; Haker: Information.
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keit haben.” Sie sollten daher bei vulnerablen Gruppen nicht zum
Einsatz kommen. Denn anders als Puppen, bei denen die Interakti-
on nahezu vollstindig von der Imagination ihres menschlichen Ge-
geniibers abhdngt - geleitet nur durch die Nachbildung von Babys
oder Kleinkindern, die Ausdrucksweise eines menschlichen Gesichts
und die Moglichkeit der Berithrung und Bewegung von Armen und
Beinen - haben Roboter zugleich einen gréfleren und einen kleine-
ren Aktionsradius: der grofiere Radius wird durch das Design der
Algorithmen vorgegeben, der entsprechend von aufen berechenbar
ist. Vulnerable Gruppen, insbesondere Kinder, psychisch kranke
Menschen und Menschen mit Demenz werden von nahezu echten
Nachahmungen authentischer Interaktionen getduscht. Zugleich ist
der Handlungsspielraum kleiner, weil sozialtherapeutische Roboter
nicht kontingent sind - Unberechenbarkeit und Kontingenz des
Handelns macht aber moralisches Handeln zumindest teilweise aus.
Das Ausschlussmodell basiert daher auf dem ethischen Urteil, dass
die Tduschung authentischer Interaktionen mehr Schaden - im Sin-
ne von moralischen Verletzungen - anrichtet als dies durch den
unzweifelhaft bestehenden Nutzen zu rechtfertigen ist.

4.2. Das Substitutionsmodell als Ersatz menschlicher Sorge

In der Rhetorik der Entwickler:innen sozialtherapeutischer Roboter
wird implizit oder explizit damit geworben, dass Roboter dabei
helfen konnen, Kosten fiir Personal und/oder Medikamente zu spa-
ren. Zudem sind, so die Annahme, sozialtherapeutische Roboter
ideal fiir die emotionale Kommunikation, die insbesondere sehr alte
bzw. demente Patienten benétigen, weil diese oft groflen Stimmungs-
schwankungen unterworfen sind, Einsamkeit sich zu Depressionen
entwickeln kann, und das Bediirfnis einer emotionalen Kommuni-
kation von Angehorigen nur teilweise gestillt werden kann. Den
Betreuenden in der Altenpflege fehlt haufig die Zeit fiir die emotio-
nale Zuwendung. Roboter fiillen also eher eine Liicke, als dass sie
Menschen einen Platz wegnehmen wiirden.?

19 Haker: Experience.
20 Die Zahlen des Pflegemangels sind vielleicht unzuverlassig, aber der oben ge-
nannte Fall Japans ldsst diesen Schluss sicher zu. Dabei soll nicht verschwiegen
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Auch wenn Roboter ein zunehmend grof8eres Repertoire an Kom-
munikationsfahigkeit haben und in Zukunft womdglich ein breites
Spektrum an Emotionen abbilden kénnen, werden sie dennoch nie-
mals vollstindig auf neue Situationen reagieren konnen. Sie sind
keine Lebewesen: Menschen sind aufgrund ihrer inneren bzw. leib-
lichen Subjektivitit, die ihre Fremdheit bewahrt, nie ganz transpa-
rent. In Interaktionen mit anderen bedarf es einer grundsitzlichen
Offenheit, um neue Erfahrungen zu machen.?! Auch Tiere sind auf-
grund ihres Instinktverhaltens niemals vollstindig zu disziplinieren
bzw. zu zéhmen. Roboter bleiben demgegeniiber auch dann noch
Automaten, wenn sie uns dazu animieren, uns vorzustellen, sie seien
Subjekte oder Tiere, oder wenn sie uns durch ihre Art und Weise der
Kommunikation tduschend echt vorkommen.??

Wihrend das Ausschlussmodell klare Grenzen zwischen authen-
tischen und funktionalen Interaktionen zieht, wird durch die Ent-
wicklung der lernfihigen Roboter die klare Unterscheidung zwi-
schen ,authentischen® und ,simulierten” Beziehungen sowie zwi-
schen ,heteronomen® und ,autonomen® Interaktionen bewusst auf-
gehoben.” Das digitale ,Spiel-Zeug® ist gerade nicht so abhéngig
von seinen Designern oder auch von seinen Anwendern, wie dies
traditionell der Fall war. Es ist die ,,Zwischenkategorie“ der Robo-
ter: zwischen Tieren und Maschinen, zwischen Heteronomie und
Autonomie, zwischen Authentizitit und Simulation, welche die ka-
tegorische Ablehnung, die dem Ausschlussmodell zugrunde liegt,
zweifelhaft erscheinen ldsst und das Substitutionsmodell attraktiv
erscheinen ldsst.2* Die Tauschungsgefahr ist damit aber nicht aus-
gerdumt: wenn Benutzer:innen in einer vulnerablen Position bzw.

werden, dass die alternative Strategie eine offensive Immigrationspolitik ist, die
aber wiederum ihre eigenen Probleme nach sich zieht und die Kostenfrage nicht
klart. Aronsson: Social robots.

21 Dies ist die bleibende Einsicht der Phdanomenologie. Vgl. die einschlagige Studie
dazu: Theunissen: Der Andere. Vgl. auch: Gilson: The ethics of Vulnerability.

22 Vgl. dazu: Johnson/Verdicchio: Why robots. Die Arbeit von Kathrin Schuster
konnte fiir diesen Artikel leider nicht mehr beriicksichtigt werden, soll aber
immerhin erwéahnt werden: Schuster: Therapieroboter.

23 Gunkel: The machine.

24 Sharkey & Sharkey zitieren Kahn et al., die von der Notwendigkeit sprechen,
eine neue ontologische Kategorie einzufithren, um die traditionelle Unterschei-
dung von belebten und unbelebten Wesen zu durchbrechen Sharkey/Sharkey:
Granny and the robots.
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Phase ihres Lebens, die durch die Asymmetrie und Abhangigkeit
anderen gegeniiber gekennzeichnet ist, mit KI-gesteuerten Robotern
zu tun haben, mdgen sie sich in der Tat iiber deren Autonomie
tauschen. Wihrend sie — abhidngig von ihren kognitiven Fahigkeiten,
Roboter als Roboter zu identifizieren — davon ausgehen mogen,
dass sie selbst bestimmte Reaktionen des Roboters hervorrufen, fol-
gen diese einfach nur der Programmierung. Reziprozitit im Sinne
der spontanen und wechselseitigen Interaktion ist nicht mdglich:
die Handlungsfahigkeit von Robotern ist grundsitzlich funktional
und bleibt dem empirisch-instrumentellen Verstindnis verhaftet.?>
Das Substitutionsmodell ,,normalisiert eine normative Annahme,
némlich dass soziale und sozialtherapeutische Roboter aufgrund des
Mangels an menschlicher Kommunikation eine wichtige Liicke fiil-
len. Mangels Alternativen kann mit ihrem Einsatz das Wohlergehen
von dlteren und alten Menschen gesteigert werden. Solange bzw.
sofern ein Pflegenotstand besteht, ist dieses Modell nahezu immun
gegen Kritik, weil es keine Zweifel am Nutzen der Substitution
aufkommen lésst, ohne die Grenzen des Modells zu verschweigen.
Der Einsatz sozialtherapeutischer Roboter bei vulnerablen Gruppen
repariert ein Defizit, das die Gesellschaft nicht bereit ist, anders zu
beheben.

4.3. Das Komplementaritatsmodell: Sozialtherapeutische
Roboter als Erganzung der Pflege

Wihrend die beiden genannten Modelle den ,Ersatz“ des Menschen
durch Roboter entweder ablehnen oder begriifien, ist es vielleicht
zutreffender, sozialtherapeutische Roboter als Ergdnzung zu sozialen
Interaktionen und komplementir zu ihnen zu begreifen. Das ist die
Perspektive, die durch das komplementire Modell betont wird. Man
kann allerdings fragen, ob dies Modell angesichts der jlingsten Ent-
wicklungen in der Robotik nicht naiv ist. So kann beispielsweise die
zunehmende Unabhingigkeit der Roboter sowie ihre Lernfahigkeit

25 Sparrow/Turkle: Simulation. Freilich hat die Modernekritik lange darauf hinge-
wiesen, dass die ,Kolonialisierung der Lebenswelt“ (Habermas) und die ihr
zugrunde liegende instrumentelle Vernunft gerade darin besteht, Alteritt aus
nahezu allen Bereichen zu verdringen, so dass der Einsatz der sozialen Roboter
diesen Trend nur fortsetzt.
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Anreize schaffen, vom Modell der ,Erganzung® auf das Modell der
»Ersetzung® umzusteigen. Unterliegen die Roboter der Kontrolle der
Pflegekrifte, setzt dies die Anwesenheit von Pflegekriften voraus;
aber dann stellt sich die Frage nach der Wirtschaftlichkeit und dem
Pflegenotstand erneut, die ja zusammen die Anschaffung tiberhaupt
erst motiviert haben mogen. Wenn also sozialtherapeutische Robo-
ter nur komplementér eingesetzt werden, kann das Spielen mit Pup-
pen und/oder Stofftieren woméglich genauso effektiv sein wie das
Spielen mit jhren technischen Gegenstiicken — zumindest wire dies
in empirischen Vergleichsstudien zu priifen.

5. Ethische Uberlegungen
5.1. Allgemeine Bioethik

Da Roboter in den kommenden Jahren und Jahrzehnten immer
komplexer werden, wird die Bandbreite unserer Interaktionen mit
ihnen zunehmen und der Einsatz sozialtherapeutischer Roboter
weiter kommerzialisiert werden. Gleichzeitig bedarf es ethischer Re-
geln, um zu gewihrleisten, dass ihr Einsatz so weit wie moglich
im Sinne des Komplementaritdtsmodells eingesetzt werden, anstatt
schleichend zum Ersatz menschlicher Pflege und Interaktion iiber-
zugehen. Die bioethische Diskussion steht hier erst am Anfang,
wie ich im Folgenden kurz erliutern will. Die ethischen Uberlegun-
gen werden meist wissenschaftlichen Expertenkommissionen, parla-
mentarischen Debatten und Regierungen tiberlassen. Die von der
OECD 2019 vorgeschlagenen ,,Empfehlungen® beinhalten fiinf Prin-
zipien: Wachstum (1), nachhaltige Entwicklung und Wohlergehen
(2), menschenzentrierte Werte und Fairness (3), Transparenz und
Erklarbarkeit (4), Robustheit, Sicherheit und Schutz sowie Rechen-
schaftspflicht (5).2¢ Floridi und Cowls zahlten nicht weniger als 46
Prinzipien in den wichtigsten internationalen Berichten, obwohl sie
argumentieren, dass viele von ihnen unter die vier traditionellen
bioethischen Prinzipien subsumiert werden konnten. Sie schlagen

26 inclusive growth, sustainable development and well-being; human-centred
values and fairness; transparency and explainability; robustness, security and
safety; and accountability OECD: Recommendation.
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vor, diese durch den neuen Grundsatz der ,Erkldrbarkeit, den sie
sowohl als Verstédndlichkeit als auch als Verantwortlichkeit verstehen
wollen, zu ergidnzen.?”

Welche normativen Rahmen fiir die AI-Ethik leitend sein werden,
héngt nicht zuletzt von den Protagonist:innen ab, die den ethischen
Diskurs markieren. Bisher ist dieser weitgehend von einer traditio-
nellen Bioethik markiert. So hat Mark Coeckelberg — im Gegensatz
zur pragmatischen Bioethik, die auch Cowls verfolgt - vorgeschla-
gen, AI-Ethik im Sinne einer Menschenrechts- bzw. Befihigungs-
ethik in der Nachfolge von A. Sen und M. Nussbaum weiterzuentwi-
ckeln.?® Aber reicht eine Menschenrechtsethik aus? Oder miissen
dariiber hinaus neue Zuginge ausgearbeitet werden, die passgenauer
sind? So stellen sich insbesondere aus biographischer Perspektive
Fragen der moralischen Identitit und Autonomie: im Sinne existen-
tiell-ethischer Lebensentwiirfe konnten Menschen etwa prospektiv
festlegen, ob sie im Fall von Demenz dem Einsatz sozialtherapeuti-
scher Roboter zustimmen. Wiahrend es des Weiteren stimmt, dass
nur Moralsubjekte fiir ihre Handlungen verantwortlich sind und da-
her von anderen zur Rechenschaft gezogen werden konnen, stellen
sich Verantwortungsfragen fiir ,selbstlernende® Roboter neu. Wie
etwa Nida-Riimelin betont, wird derzeit jedoch das Verstdndnis von
Identitét, Freiheit und Handlungsféhigkeit im Lichte eines alternati-
ven Rationalititsmodells neu definiert, das auf den kartesianischen
Erkenntnisbegriff und die Baconsche Tradition der instrumentellen
Vernunft - im Unterschied zum Idealismus der metaphysischen
Tradition - zuriickgeht. Da beide, der empirisch-instrumentelle Ver-
nunftbegrift, welcher der Entwicklung der Kiinstlichen Intelligenz
zugrunde liegt, wie der subjekttheoretische Begriff, der in der mo-
dernen Moralphilosophie und -theologie entfaltet wird, in der Mo-
derne verwurzelt sind, kénnen die Spannungen zwischen beiden
Ansidtzen nicht einfach durch Rekurs auf die Moderne-Tradition
behoben werden.?

In den nachsten Jahren werden Roboter technisch weiterentwi-
ckelt werden, und sollten empirische Studien ihres Einsatzes in

27 Floridi/Cowls: A unified framework.

28 Coeckelbergh: Robot rights; Coeckelbergh: Al Ethics.

29 Charles Taylor hat die beiden Traditionen ausfiihrlich behandelt und ihre In-
kompatibilitit betont. Taylor: The language animal.

268

16:18:1;



https://doi.org/10.5771/9783495993835-249
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Der Einsatz sozialtherapeutischer Roboter in der Betreuung und Pflege

der Betreuung und Pflege dlterer Menschen weiterhin bestitigen,
dass die Interaktion mit ihnen das Wohlbefinden steigert, ist anzu-
nehmen, dass sich die Begriindungslast in die Richtung derjenigen,
die die Anwendung ablehnen, verschieben wird - dies betrifft vor
allem diejenigen, die dem Ausschlussmodell anhidngen und folgern,
dass der Einsatz sozialtherapeutischer Roboter die Grenze zwischen
funktionaler und authentischer Interaktion nicht transparent ma-
chen kann. Damit haben sie menschenrechtsbasierte bioethische
Ansatze auf ihrer Seite, denn diese zielen darauf ab, die Wirde
und die Rechte von Individuen und Gruppen zu schiitzen, insti-
tutionalisierte Verantwortung zu erméglichen und sicherzustellen,
dass Akteure fiir ihre Handlungen zur Rechenschaft gezogen wer-
den konnen. Nach wie vor werden aber auch die vier Prinzipien
der Medizinethik: Autonomie, Schadensvermeidung, Wohlverhalten
und Gerechtigkeit angefithrt und auf die Anwendung der sozialen
und sozialtherapeutischen Roboter bezogen.*® Die Prinzipien sind in
der Tat hilfreich, aber sie reichen weder fiir eine Technikethik aus
noch kénnen sie die spezifische Herausforderung der Kiinstlichen
Intelligenz angemessen normativ fassen. Ethische Fragen miissen
aber kontextspezifisch konkretisiert werden und sowohl in der tech-
nischen Entwicklung als auch in den jeweiligen Anwendungskon-
texten verankert werden. Alternativ — oder in Ergénzung zu den
Grundlagen der Bioethik - sind daher neben Sicherheitsvorkehrun-
gen Grundkenntnisse der responsorischen Phdnomenologie zu nen-
nen, die dahingehend normativ verschérft werden kann, dass sie mit
den ersten drei Prinzipien der Bioethik verschrankt wird.3! Dariiber
hinaus gilt es, den Respekt der Privatsphére unter Datenschutzge-
sichtspunkten zu justieren — was angesichts der Surveillance Tech-
nologien, die mit den sozialtherapeutischen Robotern verbunden
werden kénnen, dringlich ist.>? Aber genauso sind Mafinahmen zur
Pravention von Diskriminierung, Infantilisierung und Téuschung

30 Zu einem Uberblick, der, was ansonsten selten ist, auch die deutsche Literatur
berticksichtigt, vgl. Wullenkord/Eyssel: Societal and ethical issues in HRI.

31 Als Grundlage einer phinomenologischen Responsivitit sind vor allem die
Studien von Bernhard Waldenfels zu nennen, die inzwischen auch in ethischen
Kreisen breit rezipiert worden ist, meistens allerdings ohne die Verschrinkung
mit normativen Prinzipien zu reflektieren: Waldenfels: Bruchlinien; Waldenfels:
Phianomenologie; Waldenfels: Erfahrung.

32 Zuboff: The age.
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von vulnerablen Menschen zu konkretisieren. Und schliefilich ist
im Umgang mit &lteren und alten Menschen darauf hinzuwirken,
dass diese auch selbst die sozialtherapeutischen Roboter empathisch
und respektvoll behandeln, sofern sie dies kognitiv leisten konnen.
Ansonsten ndmlich kann der Umgang mit sozialen Robotern genau-
so Aggressionen, Dehumanisierungen oder gar Sadismus fordern,
wie dies in sozialen Beziehungen auch der Fall ist. Der respektvolle
Umgang markiert dabei gerade nicht einen Personen-Status von
Robotern, wie einige Autor:innen meinen; vielmehr erinnert er an
mogliche Auswirkungen im Umgang mit anderen, von Angehérigen
bis zu anderen Mitbewohnern und natiirlich den Pflegenden in Pfle-
geheimen.??

5.2. Der Beitrag der christlichen Bioethik

Christliche Ethikansétze sind so vielfaltig wie ihre philosophischen
Pendants; zu Recht folgen sie weitgehend den philosophisch-ethi-
schen Ansitzen, vertreten zum Beispiel einen tugendethischen An-
satz, einen Menschenrechtsansatz, eine utilitaristische Ethik oder
auch einen narrativ-ethischen Ansatz.* In den Prinzipien der Ka-
tholischen Soziallehre sind Referenzpunkte zusammengefasst, die
tiber die vier bioethischen Prinzipien hinausgehen und fiir die
ethische Beurteilung sozialtherapeutischer Roboter nutzbar gemacht
werden kénnen: Neben der Menschenwiirde sind dies Subsidiari-
tat, Solidaritdt, Gemeinwohl und Gerechtigkeit, und hier besonders
die Option fiir die bzw. der Vorrang der Armen. In dkumenischer
Perspektive betrachtet, beharrt die christliche Ethik auf zwei funda-
mentalen (normativen) Annahmen: dem Prinzip der Wiirde des
Menschen, die sowohl die Verletzlichkeit als auch die Handlungsfa-
higkeit einschlief3t,> sowie dem Prinzip der Verantwortung. Wiirde
verweist auf die Unsicherheit der menschlichen Freiheit aufgrund
der Anfilligkeit fiir Leid und Leid durch andere, aufgrund der so-
zialen Abhéngigkeit und der strukturellen Verwundbarkeit, die die
Moéglichkeit erhoht, des individuellen Rechts beraubt zu werden, an-

33 Reiss: Robots; Wullenkord/Eyssel: Societal and ethical issues in HRI.

34 Zwei Werke seien genannt, die die theologisch-ethische Diskussion im deutsch-
sprachigen Raum abbilden: Voigt: Religion; Platzer: Bioethik.

35 Haker: Verletzliche Freiheit.
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erkannt und geschiitzt zu werden und mit den notwendigen Mitteln
ausgestattet zu werden, um ein menschenwiirdiges Leben zu fiihren.
Verantwortung verweist auf die Handlungsfihigkeit von Personen
als die Freiheit, zu handeln, auf andere zu antworten, Rechenschaft
tiber die eigenen Handlungen abzulegen, und ungerechte Strukturen
durch soziales und politisches Handeln in gerechtere Strukturen
umzuwandeln. Das bedeutet: Aus sozialethischer Perspektive ist der
Ausgangspunkt nicht der Roboter als kommerzielles Produkt des KI-
Marktes, sondern die ausstehende Antwort auf eine gesellschaftliche
Herausforderung und den Anspruch, den Menschen an moralische
Subjekte und an die hinter ihnen stehenden Institutionen stellen -
in diesem Fall die wiirdevolle und verantwortliche Versorgung von
alteren und alten Menschen mit unterschiedlichen Bediirfnissen und
Interessen.

Prinzipien sind jedoch zu abstrakt und zu weit von jedem Kontext
entfernt, um eine unmittelbare Orientierung zu bieten. Die Tradition
der Moraltheologie, die héufig auf das Naturrecht reduziert wird,
birgt in der Entfaltung einer tugendethischen Klugheitsethik Krite-
rien, die es erlauben, kontextuelle moralische Urteile zu eruieren
anstatt sie aus den Prinzipien zu deduzieren. Diese Kriterien, oft
auch mittlere Prinzipien genannt, ermdglichen es, kontextsensitiv
eine ethische Beurteilung von sozialtherapeutischen Robotern vor-
zunehmen: Dazu gehéren die Aufmerksamkeit fiir die Umstinde
einer Handlung oder Praxis - etwa die Beriicksichtigung der infor-
mellen, der ambulanten oder der institutionellen Betreuung und
Pflege; das Lernen aus Erfahrungen der Vergangenheit - etwa im
Austausch mit Landern, die schon langer mit sozialtherapeutischen
Robotern arbeiten, aber auch die Beriicksichtigung der psychologi-
schen und phinomenologischen Forschung; die Beriicksichtigung
der zu erwartenden Folgen in der Zukunft (Vorsichtsprinzip), die
sich vor allem aus soziologischen, aber auch aus gesundheitsékono-
mischen Studien prognostizieren lassen oder auch in Zukunfts-Sze-
narien vorgestellt werden kénnen;3¢ und nicht zuletzt mahnt die
Klugheitsethik die Offenheit fiir praktische, wenn nicht sogar prag-
matische Losungen an - wie dies angesichts des Pflegenotstands

36 Krieger: The Future. Fiir Deutschland scheinen gesundheitsbezogene Szenarien
gemischte Ergebnisse zu zeigen. Vgl. etwa Radic/Vosen/Graf: Use of Robotics.
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unter Umstdnden angezeigt ist.’” Mit Paul Ricceur kann damit eine
dreigliedrige Bioethik entworfen werden, die strebensethische, nor-
mative und klugheitsethische Aspekte integriert.>

6. Schluss: Thesen zur Umsetzung ethischer
Gesichtspunkte in der Weiterentwicklung und in der
Ausbildung

Im Gesprich mit KI-Wissenschaftler:innen, IT-Unternehmen,
Dienstleistungsorganisationen und -unternehmen sowie auf der
Grundlage von qualitativen und quantitativen Studien sollte die
technische Entwicklung von Gesellschaft und Kirchen, Wissenschaf-
ten und Politik begleitet werden. Um dies anzustofien bzw. bestehen-
de Kooperationen zu stirken, will ich nun einige Uberlegungen
fiir den Einsatz von sozialtherapeutischen Robotern in ambulanten
Sozialdiensten sowie fiir die Ausbildung von Pflegenden und Betreu-
ungspersonal formulieren. Insbesondere ist meine Hoftnung, dass
sie in Deutschland das Gesprach mit den Verantwortlichen eréfinen,
im Hinblick auf die derzeitigen politischen Reformen des Gesund-
heitswesens berticksichtigt werden und in der gesellschaftlichen und
kirchlichen Diskussion einen Ansatzpunkt fiir weitergehende Uber-
legungen bergen. In Zukunft kénnte es fiir Betreuer:innen élterer
Menschen, aber auch fiir Pflegekrifte selbstverstandlicher werden,
sich in der Pflege und in der Betreuung auf Roboter zu verlassen,
weil sie effizienter und, vielleicht tuberraschenderweise, auch der
néchsten Generation von Menschen im vierten Lebensalter vertrau-
ter werden. Der Einsatz von Pflege- und sozialtherapeutischen Ro-
botern insbesondere in der Altenpflege muss daher vor dem allge-
meinen Hintergrund der Automatisierung und Digitalisierung des
Alltags gesehen werden. Eine Minimalforderung ist es, den Umgang
mit sozialen und sozialtherapeutischen Robotern zu einem Bestand-
teil der Aus- und Weiterbildung zu machen, wobei diese nicht nur
die technische Handhabung, sondern auch die psychologischen und
ethischen Dimensionen umfassen miissen.

37 Zur Reflexion iiber die Tugend der Klugheit vgl. Thomas von Aquin: Summa
Theologiae, II-I1, Quaestiones 47-56. Fehlt im Literaturverzeichnis!

38 Ricceur: Oneself. Vgl. zur Auseinandersetzung mit diesen verschiedenen Ebenen
Haker: Moralische Identitat.
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1. Die spielerische, fantasievolle Interaktion von Menschen und
(sozialtherapeutischen) Robotern kann das emotionale Gleich-
gewicht élterer und alter Menschen fordern und dadurch das
Wohlbefinden derjenigen, die auf soziale und/oder emotionale
Unterstiitzung angewiesen sind, erhalten oder steigern. Es gibt
keinen Grund, ihren Einsatz in der Altenpflege und -betreuung
abzulehnen. Wohl aber sind Vorsichtsmafinahmen zu treffen, die
zu betreuende Menschen vor Téuschung, Respektlosigkeit und In-
fantilisierung schiitzen und vor der Ausbeutung ihrer emotionalen
Verletzlichkeit bewahren.

2. Sind in Pflegekonstellationen Interaktionen zwischen Klient:in-
nen/Patient:innen und Pflegekriften, aber auch Mensch-Haus-
tier-Interaktionen zeitlich und rdumlich mdéglich, sollten diese
vorrangig ermdglicht und gepflegt werden. Wenn sozialtherapeu-
tische Roboter eingesetzt werden, miissen sie in die allgemeinen
(pflegerischen und betreuerischen) Interaktionen integriert wer-
den. Roboter diirfen nicht als Ersatz fiir menschliche Zuwendung,
sondern nur als Ergdnzung zu ihr eingesetzt werden.

3. Wenn Roboter Handlungen ausfiihren, die bestimmte emotionale
Reaktionen auslosen, muss die Intimitit und Integritit der Perso-
nen gesichert werden. Die Privatsphére ist zu jedem Zeitpunkt
zu respektieren - dies gilt besonders fiir integrierte Surveillance
Technologien, also solche Monitoring bzw. Uberwachungstechno-
logien, die etwa per eingebauten Videos die Aufsicht erleichtern
sollen, um Verletzungsgefahren zu vermeiden oder schnell ein-
greifen zu konnen.

4. Auch wenn der Ubergang von sozialer und digitaler Interaktion
schleichend ist, sind bewusste Tauschungen {iber den artifiziellen
Charakter von sozialtherapeutischen Robotern, die die emotiona-
le Verletzlichkeit eines dlteren Menschen ausnutzen, unter allen
Umstdnden zu vermeiden. Dies muss durch Informationsmaterial
und Kommunikationsrichtlinien, die sowohl den betroffenen alte-
ren Menschen als auch ihren Angehdrigen zugédnglich gemacht
werden miissen, sichergestellt werden. Pflegekrifte miissen kon-
tinuierlich geschult werden, mit dem Ziel, sie mit den techno-
logischen Entwicklungen in der Robotik und Pflege sowie den
psychologischen Mustern und den Basisformen einer responsori-
schen Phidnomenologie vertraut zu machen und eine ethisch ver-
antwortungsvolle Integration von Technologien zu gewéhrleisten.
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5. Wenn iltere Menschen dazu in der Lage sind, miissen sie da-
riiber informiert werden, wie Roboter funktionieren. Wenn sie
nicht in der Lage sind, dem Einsatz von Robotern zuzustimmen,
muss eine stellvertretende Zustimmung eingeholt werden, und
das Pflegepersonal muss darin geschult werden, Roboter in einer
Weise zu verwenden, die die Anerkennung, den Schutz und die
Bereitstellung von Patientenrechten gewihrleistet. Dies erfordert
ein situations- und kontextabhidngiges Training. Ethiker:innen
sollten mit Pflegekraften und KI-Spezialist:innen zusammenarbei-
ten. Umgekehrt miissen diese Spezialist:innen bei jedem Schritt
von Robotikprojekten mit Ethiker:innen zusammenarbeiten. Uni-
versitdten sollten interdisziplindre Projekte entwickeln, um solche
Ausbildungen zu sichern.

6. Roboter konnen unter Umstédnden ein Sicherheitsrisiko darstellen.
Die Verantwortlichkeit fiir ihre Verwendung muss gekldrt werden,
insbesondere wenn sie in Abwesenheit von Betreuungspersonen
eingesetzt werden. Dariiber hinaus konnen und werden sozialthe-
rapeutische Roboter gleichzeitig mit Uberwachungsrobotern ent-
wickelt werden. Beide sind zwar terminologisch getrennt, aber
ihre Funktionen sind oft nicht klar voneinander getrennt — Uber-
wachungsroboter konnen ihre Aufgabe hinter der Fassade eines
sozialtherapeutischen Roboters {ibernehmen. Daher ist es wichtig,
dass bei der Entwicklung von sozialen Robotern das Recht der
Patienten auf Privatsphére nicht verletzt wird:

7. Wenn Roboter nicht nur fiir die soziale Kommunikation mit
Menschen, sondern gleichzeitig zu deren Beobachtungs- und/
oder Uberwachungszwecken eingesetzt werden, muss dies genau-
er gepriift werden und im Einklang mit dem Recht auf Privatspha-
re und Integritdt stehen. Dafiir gibt es Richtlinien, die bei jeder
neuen Anwendung umgesetzt und nicht neu erfunden werden
miissen.

Die technischen Roadmaps der Robotik miissen von ethischen
Roadmaps begleitet werden, die kontinuierlich an die neuen Anwen-
dungen angepasst werden miissen - nicht auf der Ebene der Grund-
sitze oder Prinzipien, wohl aber auf der Ebene der spezifischen
Kriterien. Wie in anderen Bereichen auch gilt es zu verhindern, dass
technologische Entwicklungen gesellschaftliche Praktiken radikal
verandern, ohne diese Verdnderungen einem zivilgesellschaftlichen
Diskurs zu unterziehen — denn dies bedeutet die Unterwerfung des
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Menschen unter die Technik. ,Technik® ist dabei kein abstrakter Be-
griff, wird ihre Entwicklung, insbesondere im KI-Bereich, doch mas-
siv die von einzelnen Menschen - bekanntlich ausgestattet mit exor-
bitanten Finanzmitteln — vorangetrieben. Die derzeitige Zunahme
der Entwicklung von sozialen Robotern innerhalb und aufierhalb
der Gesundheitspraxis ist ein Indiz dafiir, dass es einen dringenden
Bedarf an offentlichen Diskursen und Reflexionen gibt. Aber auch
die nachfolgende, explosionshafte Zunahme der Literatur zur Robo-
tik, die durch die Covid-Pandemie seit 2020 verzeichnet wird, ist
Grund genug, neu dariiber nachzudenken, wie wir den Diskurs tiber
das vierte Lebensalter fithren konnen. Diese Aufgabe stellt sich nicht
nur, aber eben auch der theologischen Bioethik.
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