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Abstract: Personal data play a fundamental role in contemporary socioeconomic dynamics, with one of its primary
aspects being the potential to facilitate discriminatory situations. This situation impacts the knowledge organiza-
tion field especially because it considers personal data as elements (facets) to categorize persons under an economic
and sometimes discriminatory perspective. The research corpus was collected at Scopus and Web of Science until

» « » «

the end of 2021, under the terms “data discrimination”, “algorithmic bias”, “algorithmic discrimination” and “fair

algorithms”. The obtained results allowed to infer that the analyzed knowledge domain predominantly incorporates personal data, whether in

its behavioral dimension or in the scope of the so-called sensitive data. These data are susceptible to the action of algorithms of different orders,

such as relevance, filtering, predictive, social ranking, content recommendation and random classification. Such algorithms can have discrimi-

natory biases in their programming related to gender, sexual orientation, race, nationality, religion, age, social class, socioeconomic profile,

physical appearance, and political positioning.
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1.0 Introduction

The protection of personal data is a relevant concern in the
contemporary world and, especially in the field of Infor-
mation Science, it presents challenges and perspectives in re-
lation to the processes, instruments and products of
knowledge organization and representation.

Personal data are generally understood to be those relat-
ing to a natural person, based on elements associated with
their location or their physical, physiological, genetic, men-
tal, economic, cultural, or social identity. Canadian legisla-

tion (Canada, 2000) emphasizes that such data may be fac-
tual or subjective, recorded or not, while the World Eco-
nomic Forum includes not only data but also metadata cre-
ated by and about a person, either voluntarily as in social
network profiles, as a result of observation, when captured
by different means, or even based on inferences when based
on third-party analysis, as is the case with a financial score
(World Economic Forum 2021).

Personal data, and more specifically sensitive data — such
as racial or ethnic origin, political opinions, religious or phil-
osophical beliefs, trade-union, membership, sex life, or sex-
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ual orientation — can serve as subsidy for processes that aim
at the segregation of a particular social group, such as the
situation described by Edwin Black (2001) in which per-
sonal data, collected from a population census, served as in-
put for the holocaust, enabling Nazi Germany to identify,
catalog and persecute Jews, gypsies, blacks, and gays in the
country. This leads to the phenomenon of data discrimina-
tion, whose segregating conf iguration brings consequences
of an ethical nature.

Given the above, the objective of this paper is to concep-
tually delimit and thematically categorize data discrimina-
tion, based on the international literature, as this theme is
especially relevant to knowledge organization and represen-
tation theories and practices.

2.0 The use of personal data in contemporary society
and the ethical impacts on knowledge
organization

Knowledge organization accompanies the history of hu-
manity as a social need to face all the produced knowledge,
which is socialized to generate new knowledge, in a contin-
uous helical movement ! (Guimaries 2008). In this sense,
Pombo (1998) refers to a universe that incorporates the tax-
onomic dimension, which dates back to Linnaeus in the
17th century in relation to living beings and with repercus-
sions until today; the classificatory dimension, which ap-
pears with Aristotle, passing through Bacon, Harris, and the
encyclopedists in order to categorize knowledge; and the
tradition of Librarianship and Documentation, aimed at
rescuing document content, with Dewey, Brown, Otlet,
Ranganathan and many others (San Segundo 1996). The
concern with the construction of representation instru-
ments is observed throughout this trajectory.

In a world permeated by technology, the practices of or-
ganizing and representing knowledge go beyond the docu-
mentary universe and often affect the identity of human be-
ings because, just as in personal and private relationships, in
which people are classified, organized and represented ac-
cording with aspects such as kinship or level of intimacy, in
the same logic, and on a larger scale and considering admin-
istrative objectives, governments have historically used cen-
sus techniques to collect data from their population that al-
low a comprehensive view of their socioeconomic character-
istics and, not rarely, they enter into important ethical ques-
tions. To illustrate this phenomenon, in the 1930s, and us-
ing IBM technology, the German government was able to
carry out its population census with great speed and effi-
ciency. During the data collection process, individuals who
identified themselves as Jews had their personal and familial
information recorded on perforated cards of a distinct color.
This led to the creation of a comprehensive and extensive
database on the Jewish population in Germany, enabling

the implementation of a plan to seize assets from the Jewish
community. This technological use to capture and organize
data even reached extreme situations when data was man-
aged, including even on the prisoners’ diet, making calcula-
tions to keep the prisons at a minimum energy level for sur-
vival and forced labor, that is, they kept them in their phys-
ical limit so that they could not offer any resistance (Black
2001).

After World War II, several technologies originally cre-
ated in a military context were adapted to collect data in dif-
ferentareas, generating concerns related to the so-called data
shadow, that is, personal data recorded and maintained by
companies and governments in everyday situations (Westin
1967), and which can be structured (such as those derived
from of a purchase situation in a store) or unstructured
(such as those resulting from interactions such as phone
calls, for example (Saulles 2015).

The situation has become increasingly complex with the
advent and widespread use of personal computing and in-
ternet communication, which has led to a significant shift
in how we create and store our memory artifacts (captures,
sharing, etc.) in order to ensure portability in space and per-
manence in time (Smit and Barreto 2002; Mayer-Schon-
berger 2011). As a result, the storage and representation of
memory artifacts have evolved from being initially confined
to blogs, then expanding to social networks, and finally
reaching cloud storage services. This evolution has enabled
memory artifacts to connect with private and public identi-
ties, giving rise to novel experiences and representations of
oneself and others. This phenomenon triggered a process of
self-erosion of anonymity, inducing us to make public what
is private, and assuming the end of invisibility and anonym-
ity as real, putting the right to privacy at risk (Van Dijck
2007; Bauman and Lyon 2012; Ketelaar 2014).

The issue of privacy has been escalating at geometric pro-
gression with the widespread adoption of technologies such
as smartphones, wearables, and the Internet of Things.
These technologies are generating an unprecedented vol-
ume of personal data, capturing diverse aspects of human
life. Consequently, individuals are now carrying with them
their own vulnerable personal surveillance devices, con-
nected and transmitting data to an economy that prioritizes
the commodification of personal data while compromising
the right to privacy (Bauman and Lyon 2012).

For Westin (1967, 26), privacy has to do with the in-
formative self-determination of individuals, groups or insti-
tutions characterized by the “voluntary and temporary
withdrawal of a person from general society through physi-
cal or psychological means, either in a state of solitude or
small-group intimacy or, when among larger groups, in a
condition of anonymity or reserve.” For the author, privacy
performs four basic functions for individuals: personal au-
tonomy (development and maintenance of a sense of indi-
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viduality, based on the desire to avoid being manipulated or
dominated by others); emotional release (exercise of authen-
ticity, outside the performance of social roles); self-evalua-
tion (provision of time and space for the individual to carry
out his “moral inventory”); and limited and protected com-
munication (possibility of sharing confidences and intima-
cies with others who are trusted). Véliz (2021) even states
that preserving privacy is a manifestation of power.

However, contemporary societies have challenged the
privacy of individuals, notably from instruments of physical
surveillance (optical or acoustic devices of the location, acts,
speech or private writing of a person without their
knowledge or against their will, psychological, oral or writ-
ing tests, and devices or substances to extract information
from an individual when they are unaware of its disclosing),
and data (collection, exchange and manipulation of docu-
ment information about individuals and groups by data
processing machines). The widespread adoption and rapid
advancement of Information and Communication Tech-
nologies (ICTs) in generating knowledge and facilitating de-
cision-making has led to an increased demand for data col-
lection and record-keeping across all sectors of society.
Thus, this increase in information collection and pro-
cessing, not carefully regulated, led to a significant growth
in the surveillance power of both governments and organi-
zations over individual lives (Westin 1967).

It is worth noting that massive surveillance policies per-
meate the entire development of the Internet as we know it
today and have contributed to defining guidelines on how
the World Wide Web can provide subsidies for espionage
actions, with access to data such as search history, complete
emails, files, chats, etc., stored on servers that belong to
Google, Facebook, Apple and other technology companies
(Greenwald and MacAskill 2013). A quick analysis of Goog-
le’s growth history since its foundation in 1998 reveals that
its business model, aiming to expropriate personal data, is
profitable. Its success stems from its search engine with a
simple interface but with a robust operating system, cur-
rently indexing almost the entire web and considering each
user's personal preferences. Thus, by combining data from
more than 1.2 trillion searches per year (Saulles 2015) with
other data such as login, cookies, IP addresses, etc., Google
can accurately identify any person who has already used any
of its services. In addition, the company holds a memory
that details an entire human life, things the user itself had
forgotten or discarded long before (Mayer-Schonberger
2011).

Offering free services that have as a bargaining chip the
appropriation of users' personal data is not an exclusive
practice of Google, constituting a standard of action in the
privacy market. This is combined with the so-called data
brokers, which operate almost exclusively in the capture,
processing and sale of personal data, or even the insight ser-

vices that use this data, such as: Acxiom, Corelogic, Data-
logix, eBureau, ID Analytics, Intelins, Peck You, Rapleaf, and
Recorded Future (Federal Trade Commission 2014). These
companies use what Acquisti et al.(2016) advocate as trade-
offs in the privacy market and feed their personal databases
from various sources, which capture data in situations such
as: the purchase of a common good (in which the consumer
can leave data during the financial transaction); data ex-
change between the agents of the privacy market; and the
personal information protection market (when consumers
look for products and services to manage and protect their
personal data).

Trying to equalize the power relationship between the
owner of personal data and those interested in exploiting
these data, laws have emerged in several countries to regulate
the privacy market, a phenomenon that has been closely
monitored by the United Nations Conference on Trade and
Development — UNCTAD, through its Data Protection
and Privacy Legislation Worldwide page (UNCTAD 2020).

This scenario of constant expansion of the Internet, hy-
perconnectivity (Castells 2009) and the integration of hu-
manity in the digital economy raises issues related to the
most diverse fields of Information Science, such as the in-
tersections between memory and the right to be forgotten,
the protection of the citizen, and knowledge organization
and the segregation of social minorities.

The actors that make up the privacy market have been
establishing, as a marketing standard, memory bases in
which the concept of temporality is distorted according to
their interests, since the maintenance of personal data en-
sures the continuous production of inferences and, conse-
quently, the prediction of future actions and behavior.
These memory bases are generally inaccessible to the data
subjects, which will be difficult to erase in the future, and
they can be used against the population at any time. This
leaves the question of how ethical it is for an institution to
store in its digital memory something that compromises a
person's present and future, directly affecting the right to be
forgotten (Mayer-Schonberger 2011; Saulles 2015).

Thus, it is necessary to change the approach regarding
the safeguarding of personal data through the adoption of a
model in which: a) the life cycle stages of data based on the
rights to privacy and to be forgotten; b) the collection/cap-
ture of personal data in a digital or physical environment,
and in a manual or automated way, is based on ethical prin-
ciples such as a legitimate reason, data subject (or legal
guardian) consent; c) the collection methodology and data
typology are duly specified and publicized to the data sub-
ject when subscribing to the service or product. To this end,
data storage must occur in a safe environment (with well-
defined preservation goals and criteria, anonymized and en-
crypted), the safeguard must occur for a limited period (un-
til the objectives manifested at the beginning of the collec-
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tion are achieved 1; the retrieval must be carried out through
authorization and consider authentication tools that can
generate trails and detailed logs that subsidize the rendering
of accounts to the data subjects, and the disposal must occur
due to the fulfillment of the objective or upon data subject’s
request. However, data may be transferred to another insti-
tution, due to institutional needs or at the user’s request, in
which case strong rules must be used to ensure a safe transfer
and data integrity, and with equivalent institutional policies
of the recipient similar in degree of protection and transfer,
and duly informed to the data subject (Cavoukian 2006;
Romansky 2015; Sant’Ana 2016; Poikola et al. 2020; Bag-
atini et al. 2021).

In order to mitigate the damages resulting from Internet
users’ activities, Masur (2020) proposes literacy in privacy,
which goes hand in hand with digital literacy, based on the
development of the critical capacity of individuals to decide
for themselves, when and within what limits information
about them should be collected, analyzed, stored and dis-
seminated. This assumes the understanding of responsibili-
ties and risks associated with sharing information online.
Privacy literacy takes place through citizens®” understand-
ing of the information landscape with which they interact,
the responsibilities that result from it, awareness of how in-
formation is tracked and used in online environments, and
the possibilities to maintain or to lose the information's pri-
vate nature. This presupposes knowledge about the tech-
nical aspects! of legal online data protection so that the in-
dividual can be properly informed about the storage, use
and distribution of their personal data and decide which of
these data are public or private in nature. Furthermore, this
literacy should encompass five dimensions: understanding
how personal information is used online, recognizing the
places where personal information may be shared online, re-
alizing the consequences of sharing personal information
online, assessing the risks and benefits of sharing infor-
mation, and deciding when to share this information online
(Langenderfer and Miyazaki 2009; Bartsch and Dienlin
2016; Wissinger 2017).

This complex scenario affects knowledge organization,
especially due to its potential for segregation, since
knowledge organization focuses on establishing conceptual
structures and representing them. These two activities are
not neutral as they result from the contexts in which they
are inserted and which are permeated with values. Olson
(2002) referred to the ‘power to name,” originally coined for
libraries in the establishment of ‘surrogates of knowledge’
in catalogs, a situation that has expanded in scope and spec-
ificity in the digital reality, with the tags that guide algo-
rithms in retrieval and use of personal data and which, sim-
ilarly to catalogs — but with greater power — can promote
discrimination and marginalization of certain individuals
and groups. These surrogates of knowledge, when not con-

structed in a defensible way, can censor, omit and distort in-
formation, deprive someone of being heard or of receiving
information. Thus, the ‘power to name’, when carried out
in a biased manner, generates biases by evoking unilateral
ethical beliefs and values and, as a consequence, generates
harmful effects mainly to those who do not belong to main-
stream communities (Milani and Guimaries 2017). Nam-
ing is directly connected to language, which is one of the
most intimate and political activities, so the power of name
shapes and defines the institutions that structure much of
our lives. Naming information is not simply information
representation, but also the construction of that infor-
mation (Olson 2002).

In the context of knowledge organization, the scientific
community has been studying, especially over the last two
decades, the ethical challenges imposed on this field. In this
sense, Beghtol (2002; 2005) warns of the need for a cultural
warrant of representations so that the represented being
identifies with its representation. This, as highlighted by
Gutiérrez (2002), presupposes the adoption of a transcul-
tural ethics of mediation that allows a dialogue between the
represented being, its representamen and those who use the
representation. In this context, (Guimardes 2017) high-
lights the importance of a representation that is attentive to
local identities without disregarding the need for global dia-
logues. This ethics, in turn, must be based on values that of-
fer a barrier to the dissemination of prejudices and antipa-
thies (Berman 1993) as these are, by definition, segregating
and excluding. Fernindez-Molina et al. (2005) highlight, in
turn, how these risks have become potentiated with the
growth of ICTs.

As previously stated, humans are no exception as objects
of naming, classification and representation processes and,
currently, are constantly subjected to analysis by automated
systems that, when using personal data, can generate deci-
sions with biases and, thus, deepen asymmetries in the treat-
ment that a group may receive. In other words, it can be said
that individuals become, in this context, sources of
knowledge that are analyzed from a set of data (classifica-
tion facets) combined by algorithms to compose a represen-
tation (notation through tags) that will be used for its gen-
eral categorization of services for marketing purposes and
not rarely, discriminatory ones.

For O’Neil (2016), data discrimination deepens inequal-
ities and threatens democracy since the computational algo-
rithms present in various activities of society generate injus-
tices because they are based on mathematical models that
can reproduce prejudices, mistakes and human biases once
they come from an instance that decides what is important
or not, and generally these tools are built to maximize prof-
its. In this regard, mention is made of the dismissal of an
American teacher based on the algorithms of a scoring sys-
tem to identify less productive teachers without knowing
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the source of the data (Mendrguez 2018). There is also the
case of the algorithm COMPAS - Correctional Offender
Management Profiling for Alternative Sanctions (program
is secret, in commercial secrecy) to assess the probability of
an individual committing a crime again and, from there, de-
termine a score that defines the penalty. In an investigation,
ProPublica, a non-profit investigative journalism corpora-
tion, identified that ethnic minorities receive higher scores
from a comparative analysis between black and white de-
fendants with the same age, sex and criminal record (Insti-
tuto Humanitas Unisinos 2016).

Data discrimination is an aspect of capital importance
today, with harmful and often irreparable consequences for
the citizen who, in a marketing logic, is seen as a unit of
knowledge whose data become the object of classification
and representation, without their consent, for purposes
that are not always defensible, often generating discrimina-
tion and segregation. This highlights the importance of data
discrimination as a knowledge domain that interacts with
knowledge organization and, therefore, needs to be better
understood in its conceptual dimension, its characteristics
and scope, based on the international scientific literature
that has been addressing the topic.

3.0 Methodology

To achieve the proposed objectives, domain analysis was car-
ried out (Hjerland and Albrechtsen 1995; Guimaries 2014;
Hjerland 2017), based on the international literature on the
subject of algorithmic discrimination/data discrimination,
using two of the eleven approaches proposed by Hjerland
(2002) - epistemological studies (under the thematic di-
mension) and bibliometric studies. To this end, and based
on the two axes provided by Tennis (2003) to operationalize
a domain analysis, the Scopus and Web of Science databases
were used as areas of modulation (extension) by the end of
2021 and, as degrees of specialization, the search terms “data
discrimination”, “algorithmic bias”, “algorithmic discrimi-
nation” and “fair algorithms” with the limiters “file type:
article”, “access: open”, “publication stage: final” and “lan-
guage: Spanish, English and Portuguese.” Thus, in a prelim-
inary corpus of 276 scientific articles, a refinement was car-
ried out to eliminate record duplication in both databases,
documents in formats other than articles, and documents
that were not retrieved or were no longer available, resulting
in a set of 187 articles.

The analysis of the corpus was carried out using the Con-
tent Analysis methodology, (Bardin, 2013), coming from
the area of Sociology and widely used in Human and Social
Sciences literature, in works of a qualitative nature and in
themes that can, by their nature, be expressed with greater
terminological variety, as is the case with the ethical aspects
of a field of knowledge. In this way, content analysis is used

to reach, in greater depth, the thematic dimension of the
corpus.

Content Analysis, as advocated by Laurence Bardin
(2013), is carried out based on inferences drawn from the
content of documents according to a categorization arising
from them, which, according to Sales (2008), provides, at
the same time, freedom to the analyst and objectivity of in-
vestigation. This method consists of pre-analysis phases
(construction of an exhaustive, representative and pertinent
analysis corpus and formulation of hypotheses based on this
corpus based on a categorization process through the estab-
lishment of analysis categories with convergent characteris-
tic features), and exploration of the material (from reading
the corpus and extracting and describing information), and
processing the results (from applying the categories to the
material extracted from the corpus) (Guimaries and Sales
2010).

Thus, in the first phase there is the definition of the re-
search corpus and what will be sought in it, using principles
of exhaustiveness (the corpus in its entirety), representative-
ness (quality of the corpus, which is guaranteed by the rep-
utation of the sources and due to the rigor in search strate-
gies); homogeneity (in this case, all were articles from peri-
odicals contained in the databases researched); and rele-
vance: adequacy of the recovered corpus to the objectives of
the analysis. In the second phase, based on the corpus, the
analysis categories are established, while in the third phase,
the results and interpretation of this analysis are presented.

Therefore, and considering the nature of the research
corpus, the diversity of languages and the desired qualitative
approach, it was decided to carry out the analysis process
manually, although we are aware of the significant contri-
bution of the NLP (Natural Language Processing) tech-
niques by means of some widely available tools (such as
NVivo 12) which will group items in a corpus of literature
together based on a statistical analysis of the word frequency
etc.

After reading the documents, it was found that, alt-
hough presenting keywords relate to the researched topic,
only 58 articles effectively addressed it and, therefore, repre-
sent the referred knowledge domain: data discrimination
and the performance of algorithms incident to it.

At first, we sought to characterize this literature in terms
of authors' origin, average life and publication vehicles, and
then proceeded with content analysis (Bardin 2013) in or-
der to reach, in greater depth, the thematic dimension of the

corpus 14,

4.0 Results: presentation, analysis, and discussion
In order to identify the existence of a group of researchers

addressing the subject, an analysis of the authors of the 58
articles that make up the final corpus was carried out, reach-
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ing a total of 163 authors. In this context, a great dispersion
of authors was observed since only one author — O. Papakyr-
iakopoulos[s] — has published two articles, while all the oth-
ers have published only one. The data shows that the theme
has been the object of concern from various scientific com-
munities, but it is still in its early stages of scientific produc-
tion. The lack of repeated publications shows that no au-
thor has an investigative trajectory on this topic or a more
significant core of authors representing the theme.

As for the author’s institutional affiliation, 96 universi-
ties located on different continents were found, and it is
noteworthy that only five universities published more than
one article each: the European universities of Bern, Leiden,
and London, and the US universities in Arizona and Cali-
fornia. All other universities were responsible for only one
article. It is also observed that the group of universities is ba-
sically from the northern hemisphere, mainly European and
North American regions where the theme has been more
traditionally treated, including in legal instruments.

Regarding the authors’ analysis, it was verified that the
theme is also pulverized institutionally, not forming a core
of authors and institutions that constantly address the
theme since only five of the ninety-six universities have two
articles linked to them.

Regarding the countries of the universities where the au-
thors are associated [, it is worth mentioning that the
United States, United Kingdom, Spain and Switzerland to-
gether account for 57% of the academic community that re-
searches the topic, with more than a dozen researchers each.
However, there is a reasonable number of researchers seek-
ing to develop the theme in countries of the “socioeconomic

south”

, with emphasis on China, Indonesia, India and
Brazil.

Regarding discrimination for purposes of national iden-
tity, the production of this literature basically took place
from 2017 (with 3 articles), i.e., one year after the approval
of the EU General Data Protection Regulation (GDPR).
However, with the GDPR in effect in 2018 (3 articles), a
strong growth of scientific production on the topic can be
observed from the following year onwards, with 7 articles in
2019, 20 in 2020 and 24 in 2021.

It is essential to highlight the importance of GDPR in
the face of increased scientific production, since it is a stand-
ard of significant global reach, which evokes explicit con-
sent, promotes the consolidation and respect of individual
rights concerning personal data (since it provides citizens
with the ability to access, rectify, delete, port and restrict the
processing of data relating to them); and constitutes an in-
centive for organizations to incorporate the notion of pri-
vacy by design from the beginning of the development of
their processes and products. Such aspects, among other is-
sues, directly impact different fields of knowledge (such as

Information Science), culminating in the growth of scien-
tific interest in privacy and protection of personal data.

Regarding the publication vehicles of the analyzed cor-
pus, a set of 54 journals was found, of which only three -
Al & Society, Information, Communication and Society,
and PlosOne (with respectively three, two and two articles
each) — published more than one article on the subject. The
thematic grouping of journals, based on the areas of
knowledge to which they belong, as stated in their editorial
scope, shows a strong concern of a multi, inter and transdis-
ciplinary nature, with almost half of the universe, which re-
veals the transversal aspect of this theme, reaching different
areas of knowledge in society. The second incidence occurs
in journals in the field of Computer Science (20%), which
was to be expected since issues related to artificial intelli-
gence and the configuration of algorithms are traditionally
studied in this area and, thirdly are the Communication and
Information journals (11%), revealing a concern for clarify-
ing the general public, alerting users, and providing infor-
mation about risks and damages, as well as measures to avoid
them. In a more isolated way, and showing a more applied
treatment of the theme, there are journals of Law, Medicine,
Administration and Psychology, among others. In the spe-
cific scope of Information Science, the articles were pub-
lished in Information Processing & Management; Interna-
tional Information and Library Review; Proceedings of the
Association for Information Science and Technology.

To characterize the thematic content of the research cor-
pus, the keywords of the articles were first analyzed and
then categorized and grouped through content analysis (
Bardin 2013). Thus, it was possible to establish thematic
categories of keywords. On a scale, there are keywords
linked to the ethical aspect of the theme (94 incidences), to
the very object of the analyzed domain — the data and the
action of algorithms in the scope of artificial intelligence (74
incidences), and the discriminations and the biases they af-
fect (45 incidences), the contexts and ambiances in which
data discrimination occurs (62 incidences), the specific ver-
ified processes and procedures (42 incidences), and the the-
ories, methodologies and interdisciplinarities that guided
the approaches of the articles (31 incidents). Finally, two
more specific universes were evident, albeit in a much less
significant way: the explicit mention of behavior (5 inci-
dences) and information (4 incidences) as permeating ele-
ments of the theme. The thematic categories of keywords
and respective incidences are summarized below:

— Ethics (94 incidences): Ethics (Al dating, technology);
Ethical values: (Care, Equality, Explainability; Fairness,
Identity, Interpretability, Justice, Non-discrimination,
Privacy, Resilience, Trust); Ethical problems (Authori-
tarianism, Colonialism, Digital activism, Discrimina-
tion; Inequality, Popularity, Prejudice, Racism, Surveil-
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lance, Unfairness); Biases (algorithmic, classification,
cognitive, confirmation, gender, racial, sample, survey).

- Data, Algorithms, and Artificial Intelligence (74
incidences): Algorithm (randomized, recomender); Al-
gorithmic (stability, accountability, bias, colonisation,
decision-making, discrimination, distribution, fairness,
filtering, video editing,); Artificial intelligence (connec-
tionist, emotional, ethics, responsible, symbolic); Data
(big, imputation, personal, protection, regulation,
standards, visualization).

- Contexts and ambiances (62 incidences): Academic
libraries; Castes; Civil Society (Protests); Health (care,
disparities, technology, behavioral, digital, mental, vac-
cination); Hyperactive users; LGBTQAI+; Networks
(complex, neural, social); Places (Latin America, Euro-
pean Union, Russia, North Korea, Mexico, Lower-mid-
dle-income-countries); Pole dance; Policies (Technologi-
cal policy); Politics (Elections, Political Communication,
Political data Science, Political information, Political ma-
chines); Science (Open, Participatory); Search engines
(Yandex, Google); Systems (Recommender systems,
Smart information; System); Uber.

— Processes and Actions (42 incidences): Deep learning;
Facial recognition and analysis; Human decision-mak-
ing; Machine learning; Measurement; Modeling; Moni-
toring; Natural language processing; Networking; Pro-
filing; Ranking; Regulation; Risk assessment; Shadow-
ban; Shared decision-making; Signaling.

— Theories, Methodologies and Interdisciplinarities
(31 incidences): Theories (Neo-platonism, Pragmatism,
Realism, Standpoint theory); Methodologies (Agent-
based testing, Bayesian analysis, Biometrics; Case studies,
Counterculture Empirical studies, Cross-cultural per-
ception, Demographic parity, Feature selection, Net-
work analysis, Omitted variables; Predictive analytics,
Randomized classification, Survey); Interdisciplinarities
(Cybernetics, Design, Medicine, Computational Social
Science, Culture, Philosophy of Science, Sociology).

- Behavior (05 incidences): Advertising, Health, Hu-
man, Human-computer interaction; Online.

- Information (04 incidences): Information (evalua-
tion, literacy); Disinformation; Misinformation.

Following, and in order to retrieve possible approaches not
represented in the universe of keywords, a content analysis
of the titles and abstracts of the articles was carried out, since
these are the textual parts in which the authors seek to de-
scribe the theme, the object and purpose of their articles in
a synthetic way. Thus, and similarly to the content analysis
carried out with the keywords, eight thematic categories
were identified: a) types of discriminatory biases; b) ambi-
ances of application and realization contexts; c) involved val-
ues and ethical problems; d) types of addressed algorithms;

e) types of involved data; f) tools and instruments designed
and used; g) explicit mention of specific theories and meth-
odologies; and h) interactions and consequences of the
theme. The classification of the content along with the re-
spective categories, subcategories and the articles that refer
to them are described in Table 1.

It is important to highlight that the terms — "data dis-
crimination”, "algorithmic bias”, "algorithmic discrimina-
tion", and "fair algorithms" were used for the purpose of re-
trieving literature from the thematic synthesis areas of the
articles - title, abstract and /or keywords — and highlight el-
ements of the area’s terminology. On the other hand, the
thematic categories and subcategories identified highlight
conceptual spaces resulting from content analysis — which
may even be — or not — terminologically represented in the
documents through the four search terms used.

Other, more specific reflections underlying data discrim-
ination were present, relating to power relations between
companies, platforms and users (Rettberg 2020), hidden el-
ements in content filtering technologies (Peralta et al.
2021), the importance of studying terminology and the na-
ture of biases to neutralize algorithmic discriminations
(Rozado 2020), the characterization of Data Science as a
technological Neoplatonism insofar as algorithmic discrim-
ination can transform predictions into a right of preference
and the people involved in it run the risk of an abstraction
of responsibility and generating “carelessness” (McQuillan
2018), the discussion of privacy as a contribution of the hu-
man sciences to artificial intelligence (Ostherr 2020), the
need to carry out audits in algorithmic systems (Shen et al.
2021), and the importance of developing media literacy in
users, and especially in librarians as a way to deal with algo-
rithmic biases (Gardner 2019).

Finally, it is highlighted that, in an analysis carried out
over a decade ago by Guimaries et al. (2008) regarding the
scientific production published in the Journal of the Amer-
ican Society for Information Science and Technology —
JASIST, Journal of Documentation, Knowledge Organiza-
tion, Cataloging & Classification Quarterly, The Indexer,
and Ethics and Information Technology, between 1995 and
2004 1*1, 23 values P! and 21 problems!'” of ethical nature
related to the field of knowledge organization were identi-
fied. The present study revealed that seven of those values
(Cultural warrant, Equity, Freedom, Information safety,
Privacy, Reliability, and Risk minimization) and eleven of
those problems (Censorship, Defamation, Digital segrega-
tion, Idiosyncrasy, Lack of cultural warrant, Marginaliza-
tion, Misrepresentation, Prejudices in terminology, Racism,
Surveillance, and Violence) are present in the context of al-
gorithmic discrimination.
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Category Subcategory Authors
Ethical values and Surveillance capitalism (Jooste 2021)
problems Algorithmic Colonization (Jooste 2021)

Justice and algorithmic trust

(Rosenbaum and Fichman 2019)
(Du etal. 2020)
(Kristiadi et al. 2020)
(Kehrenberg et al. 2020)
(Paulus and Kent 2020)
(Zhang et al. 2021)
(Ostherr 2020)

(Sun et al. 2020)

Oppressive digital practices

(Jooste 2021)

Algorithmic responsibility

Rosenbaum and Fichman 2019)

Algorithmic transparency

Abul-Fottouh et al. 2020)

Discriminatory biases

Bolander 2019)

Zhang et al. 2019)
Interoperability in algorithmic decisions Bolander 2019)

Zhang et al. 2021)
Cognitive Yan 2021)
Physical appearance Rozado 2020)
Shadowban Are 2021)

Social class and socio-economic profile

Schuler and Montardo 2020)
Verma and Acharya 2018)
Williams et al. 2018)
Evangelo and Oliveira 2021)
Rozado 2020)

Zajko 2021)

Gender and sexual orientation

Fosch-Villaronga et al. 2021)
Martinez-Plumed et al. 2021)
Schuler and Montardo 2020)
Khalil et al. 2020)

Gupta et al. 2021)

Rozado 2020)

Age

Khalil et al. 2020)

Nationality

Martinez-Plumed et al. 2021)
Akter etal. 2021)

Castro 2020)

Yu etal. 2012)

Political positioning

Rozado 2020)
Papakyriakopoulos et al. 2020)

Race

Obermeyer et al. 2019)
Martinez-Plumed et al. 2021)
Schuler and Montardo 2020)
Khalil et al. 2020)

Ostherr 2020)

Gupta et al. 2021)

Zajko 2021)

Mcquillan 2018)

Evangelo and Oliveira 2021)
Bonchi et al. 2017)

Rozado 2020)

Religion

Rozado 2020)
Akter et al. 2021)

Intersecctional

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(Akter et al. 2021)
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(

Xenidis 2020)

Table 1. Thematic categories from the titles and abstracts. Source: authors, 2023 (continued on next page).
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Ambiences and contexts

Healthcare systems (diagnosis, terapeutics,
prognosis)

bermeyer et al. 2019)
kerasidou 2021)
Starke et al. 2021)
Norori et al. 2021)

Paulus and Kent 2020)

Walsh et al. 2020)
Criminal systems Castro 2020)
Corporate systems Bolander 2019)

Gangadharan and Niklas 2019)
Electoral systems Unkel and Haim 2019)
Legal systems Gutiérrez 2021)

Xenidis 2020)

Rhoen and Feng 2018)
Social media (Twitter, Facebook, Instagram, Fosch-Villaronga et al. 2021),
Youtube) Rettberg 2020)

Costello et al. 2021)

Are 2021)

Abul-Fottouh et al. 2020)
Search engines (Yandex, Google) Kravets and Toepfl 2021)

Zhang et al. 2019)

Facial recognition systems

Khalil et al. 2020)

Biometrics / Emotion Al

Mantello et al. 2021)

UM Sustainable Development Goals

Ryan et al. 2020)

(©
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(

Types of algorithms Collaborative filtering McQuillan 2018)
Nader 2020)
Social rankings Evangelo and Oliveira 2021)
Zhang et al. 2021)
Social media content recommendation Abul-Fottouh et al. 2020)
Papakyriakopoulos et al. 2020)
Gupta et al. 2021)
Public Relevance Schuler and Montardo 2020)
Predictive Paulus and Kent 2020)
Fennell et al. 2019)
Xenidis 2020)
Randomized classifyers Oneto et al. 2020)
Discrimination Prevention and Rule Protection Babu and Pushpa 2018)
Algoritms
Types of data Personal data (Rettberg 2020)
Bebavioral data (Fennell et al. 2019)
(Costello et al. 2021)
Sensitive data (Rhoen and Feng 2018)
(Oneto et al. 2020)
Specific Tools and DiscriLens (Wang et al. 2021)
instruments Outside in: exile at home (Castro 2020)
SensitiveNets (Morales 2019)
Situated Data Analysis (Rettberg 2020)
Methodologies / Feature Space Decomposition — FSD (Fennell et al. 2019)
Procedures

Interactions and
consequences

Opinion formation

(Peralta et al. 2021)

Algorithmic eco-systems

(Papakyriakopoulos 2022)

Table 1 (continued from previous page)
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In this sense, it is observed that the ethical values of Freedom,
Information safety and Privacy aim to safeguard the subject
of personal data. In turn, the values of Cultural warrant, Eq-
uity, Reliability, and Risk minimization must be expressed in
the configuration of the algorithms. Regarding ethical prob-
lems, Censorship, Defamation, Digital segregation, Margin-
alization, Prejudices, Racism, Surveillance and Violence refer
to the possibility of damages to be suffered by the subject of
personal data while the ethical problems of Idiosyncrasy, Lack
of cultural warrant, and Misrepresentation should be avoided
when planning algorithm configuration.

5.0 Conclusion

The analyzed knowledge domain, related to personal data in
its behavioral dimension and incorporating sensitive data,
proved to be susceptible to the action of relevance, filtering,
predictive, social ranking, content recommendation and
random classification algorithms. Such algorithms, in turn,
may have built-in, in their programming, discriminatory bi-
ases related to gender, sexual orientation, race, nationality,
religion, age, social class, socioeconomic profile, physical
appearance, and political position.

Approaches applied from the literature show the preva-
lence of concerns in specific environments such as Health
Systems, Legal Systems, Organizational Systems, Electoral
Systems, Social Media, and Biometric Systems.

The content analysis carried out on the corpus allowed
thematic categorization (categories and subcategories) of
the approaches given to the topic in the analyzed literature.
These categories, in turn, contribute to the conceptual de-
limitation of the analyzed topic, as they highlight the di-
mensions in which it is scientifically treated, revealing a
multifaceted nature that incorporates elements of an axio-
logical, contextual, technological, instrumental, methodo-
logical nature, and, consequently, interdisciplinary.

This multifaceted nature, in turn, highlights how the issue
of personal data protection is included in the research agenda
of different areas of Information Science, affecting not only
the organization and representation of knowledge, as dis-
cussed in this work, but also with consequences in fields such
as information literacy, information retrieval, data descriptive
processes, and even the formation and development of collec-
tions in information units, among others.

Regarding the ethical consequences of this theme, values
related to transparency, responsibility, justice, reliability and
algorithmic interpretability are evident, as well as a concern
with problems related to algorithmic colonization, oppres-
sive digital practices and, ultimately, the so-called “surveil-
lance capitalism”. As a result, this context can lead to conse-
quences relating to the effects of algorithms on information
transfer and opinion formation, as well as the degree of in-
teraction between people and algorithms (in so-called socio-

algorithmic ecosystems) and the development of policy in
social structures.

That said, it becomes evident that the algorithms using
personal data as a knowledge base, organize and name them
to generate analyses and decision-making susceptible to biases
of various orders — arising from their programming process —
which might culminate in discriminatory situations for a par-
ticular subject or group, as they do not take into account pri-
mordial issues related to social equity in the construction of
the rules that govern the algorithm. This directly affects the
universe of Information Science in aspects such as data lifecy-
cle management, development of the user’s critical capacity
and, more especially, knowledge organization. Such aspects
lead to the need for more vertical studies on specific topics
such as information self-determination, categorization and
comparison of biases that arise from algorithmic activities
and the role of knowledge organization tools to support the
construction of personal databases.

The original work by Guimaries etal. (2008) regarding the
identification and categorization of values and ethical prob-
lems in organization and representation of knowledge was
published prior to the promulgation of the GDPR, at a time
when protection of personal data was not yet an object of the
area's research agenda; since then, an expansion/folding of the
area’s ethical universe has been observed. In this sense, if, on
the one hand, values such as Privacy and Autonomy, as well
as problems such as Surveillance, Digital segregation, Racism,
and Marginalization remain in this new reality, new ethical
values emerge, such as Algorithmic Responsibility, Algorith-
mic Transparency, Justice and Algorithmic Trust, as well as
new ethical problems such as Algorithmic Colonization, Op-
pressive Digital Practices, Facial Recognition Systems, and
Social Rankings, which makes the axiological universe of this
field even more complex.

Endnotes

1. The helical movement has a three-dimensional nature
differently from a traditional spiral movement with a
two-dimensional nature.

2. These data need to be periodically updated in order to
be always complete, correct and real.

3. Nevertheless, only the technical knowledge is not
enough to motivate social changes, citizens need also be
able to questioning their cultures and social conditions
(Masur, 2020).

4. This method is composed by 3 steps: pre-analysis (com-
position of the corpus and formulating hypotheses), ex-
ploration (reading, extraction and description of con-
tents), and treatment of results (application of the-
matic categories to the extracted content) (Guimaries;
Sales, 2010).
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S.  Orestis Papakyriakopoulos “studied civil engineering at
the Technical University of Athens, philosophy of sci-
ence and technology at the Technical University of Mu-
nich and defended my PhD in computer science at the
same institution”. He is a “researcher in Political Data
Science, analyzing new and old media by the applica-
tion of data-intensive algorithms, as well as the political
impact of the use of data-intensive algorithms them-
selves” at the Center for Information Technology Pol-
icyat Princeton University (https://civicmachines.
com/about.html)

6. Authors’ countries: USA (49); UK (17); Spain (15);
Switzerland (12); China (8); Germany, Hong Kong, In-
donesia and Netherlands (6 each); Australia and India
(5 each); Brazil, Canada, Ireland, Italy and Arabic
Emirates (4 each); Norway and Vietnam (3 each); Aus-
tria, Denmark, Japan, Mexico and South Korea (2 each);
and New Zealand, Chile, Cyprus, Finland, Russia,
South Africa and Sweden (1 each).

7. World Division according to socio-economic character-
istics. Most of these countries are located in the South-
ern Hemisphere (Litonjua, 2012).

8. For that, two conceptual domains of keywords were
identified: Ethics (represented by the terms Ethics; Eth-
ical; Ethos; Deontology; Value(s); Conduct; Moral)
and Knowledge Organization (represented by the
terms Knowledge Organization; Knowledge Represen-
tation; Indexing; Classification; Subject Cataloguing;
Subject Analysis; Content Analysis; Abstracting; The-
saurus(i) and Subject Headings).

9. Ethical values: Accessibility, Autonomy, Authorship
(copyright), Competence skill, Consistency, Co-opera-
tion, Cultural warrant, Efficiency, Equity, Exhaustivity,
Flexibility, Freedom, Hospitality, Information diversity,
Information safety, Power awareness, Precision, Privacy,
Professional recognition, Reliability, Risk minimiza-
tion, Up-to-dating, and Usability.

10. Ethical problems: Ambiguity, Biased translations, Cen-
sorship, Defamation, Digital segregation, Discharge of
electronic garbage, Idiosyncrasy, Impartiality or neu-
trality belief, Inaccessibility to information, Informa-
tional Directness, Lack of cultural warrant, Marginali-
zation, Misrepresentation, Negligence, Pornography,
Prejudices in terminology, Professional inefficiency,
Professionals being replaced by technology, Racism,
Surveillance, and Violence.
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