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Linguistic corpora and tools in media and journalism studies
Sprachwissenschaftliche Korpora und Werkzeuge in der Medien-
und Journalismusforschung

Valentin Werner & Hendrik Michael

Abstract: In the context of methodological discussions surrounding the “interdisciplinary
turn” and “computational turn” of communication studies and media and journalism
studies in particular, this paper raises awareness for corpus linguistics as a specific form of
computer-assisted textual analysis with the potential to contribute to these developments.
To date, corpus-based approaches have been embraced in media linguistics but have been
underestimated in journalism and media studies. This paper argues that such neglect, espe-
cially when compared to other computational approaches towards textual analysis, is un-
warranted. It examines relevant work from the areas of media linguistics and media and
journalism studies and provides practical examples of how linguistic corpora and tools can
inform pertinent research. Eventually, corpus-linguistic approaches are posited as an effi-
cient technique for content analysis. They represent a potentially valuable addition to the
(digital) methodological toolbox of media and journalism scholars as a useful “middle-
ground” empirical approach that does not require extensive computational skills but al-
lows conducting theory-driven work while maintaining control over the data and research
procedures. Additionally, they facilitate the integration of quantitative and qualitative per-
spectives and open avenues for meaningful triangulation with other methods.

Keywords: Textual analysis, content analysis, interdisciplinarity, triangulation, linguistics.

Zusammenfassung: Im Kontext methodologischer Diskussionen um den ,,interdisciplinary
turn® und den ,,computational turn“ der Kommunikationswissenschaft und insbesondere
der Medien- und Journalismusforschung mochte dieser Beitrag auf die Korpuslinguistik als
spezifische Form der computergestiitzten Textanalyse aufmerksam machen, die das Poten-
zial hat, zu diesen Entwicklungen beizutragen. Bislang wurden korpusbasierte Ansitze,
denen vor allem in der Medienlinguistik grofSe Wertschitzung zuteilwurde, in der Medien-
und Journalismusforschung weitgehend ausgeklammert. In diesem Beitrag wird argumen-
tiert, dass diese Vernachlissigung, insbesondere im Vergleich zu anderen computergestiitz-
ten Ansitzen der textuellen Inhaltsanalyse, ungerechtfertigt ist. Entsprechend werden
relevante Arbeiten aus den Bereichen der Medienlinguistik sowie der Medien- und Journal-
ismusforschung untersucht und praktische Beispiele dafiir geliefert, wie linguistische Kor-
pora und Programme die einschlidgige Forschung bereichern konnen. SchliefSlich werden
korpuslinguistische Ansitze als eine effiziente Technik fur die Inhaltsanalyse prisentiert,
die eine potenziell wertvolle Ergidnzung des (digitalen) methodischen Werkzeugkastens von
Medien- und Kommunikationswissenschaftlern darstellen. Dies liegt in ihrer Natur als em-
pirische Herangehensweise, die zwar keine umfassenden Computerkenntnisse erfordert,
aber die Durchfithrung theoriegeleiteter Arbeiten bei gleichzeitiger Kontrolle iber die
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Daten und Forschungsverfahren ermoglicht. Ferner wird argumentiert, dass korpuslinguis-
tische Verfahren die Integration quantitativer und qualitativer Perspektiven erleichtern und
Ankniipfungspunkte fiir eine zielfiihrende Triangulation mit anderen Methoden bieten.

Schlagworter: Textanalyse, Inhaltsanalyse, Interdisziplinaritit, Triangulation, Linguistik.

1. Introduction

Within the broader field of communication studies and the more specialized area
of media and journalism studies, some have acclaimed an interdisciplinary turn
(Hase et al., 2022, p. 60) or new interdisciplinarity (Loosen et al., 2022, p. §) that
unlocks as-yet-uncharted territory in terms of both theoretical and methodological
approaches used and research questions to be tackled. Fostered by (i) technological
advancements, (ii) the availability of tailor-made software tools, and (iii) a dra-
matic rise in the volume of machine-readable (textual and other) data (van Atteveldt
& Peng, 2018, p. 81), this growing interdisciplinarity has been associated with an
greater openness towards computational approaches to (re-)asses established con-
cepts and theories (see also Hase et al., 2022, p. 72), hence the regular equation of
the interdisciplinary turn with a “computational turn.”

What is striking in the view of the fundamental epistemological question of “to
what extent are the available methods appropriate to acquire knowledge about
new components of journalism and their relationships?” (Sjevaag & Karlsson,
2016, p. 88) is that the computational approach of corpus linguistics has received
little attention to date when it comes to analyzing media texts. Corpus linguistics
has been defined as an empirical method for the study of language by way of
computer-assisted analysis of machine-readable collections of writing or speech
(Meyer, 2023, p. 4), taking heed of the fact that texts are important artifacts that
produce and semiotically circulate meaning (see, e.g. Bertrand & Hughes, 2017,
p.224).1

Neither are corpus-linguistic methods discussed in the aforementioned recent
reviews on interdisciplinarity and methodological innovation nor in methodo-
logical textbooks and handbooks (e.g. Bertrand & Hughes, 2017; Riffe et al., 2020;
Scharrer & Ramasubramanian, 2021; Oehmer-Pedrazzi et al., 2023), nor do they
feature prominently in other articles and chapters with methodical concerns (e.g.
Baden et al., 2022; Boumans & Trilling, 2018; Loosen & Schmidt, 2016). Corpus-
linguistic tools are sometimes even sweepingly dismissed as “relatively static and
inflexible” (Niekler et al., 2023, p. 327).

This also aligns with Lefkowitz (2021, p. 97), who asserts that “the potential of
corpus linguistics with regards to journalistic texts has remained largely untapped.”
Accordingly, one of the overarching goals of this contribution is to bridge a current
methodological gap by addressing the persistent disconnect between the larger
areas of media linguistics, defined as a “branch of research in linguistic science,
focusing on language use in the press, on TV and radio, but also in advertising and

1 On the wider debate whether “text only” analysis is a suitable approach in journalism studies, which
cannot be explicated here (but see Section 2.2) due to space constraints, see, e.g., Philo (2007) vs.
Fursich (2009).
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online publications” (Liger, 2017, p. 10), and media and journalism studies (see
Bucher & Niemann, 2018, p. 178). Specifically, it aims to demonstrate how corpus
linguistics represents a highly versatile approach when it comes to textual analysis
and can contribute to the diversification of the methodological toolkit of media
and journalism scholars engaging in content analysis.

This is done in the spirit of an emerging (but not yet fully realized) “new inter-
disciplinarity” that includes methodological, but eventually also theoretical (e.g.
reliance on theories outside of one’s own research area) and practical (e.g. publica-
tions authored by interdisciplinary research teams) facets (Hase et al., 2022, p. 61).2
To illustrate broader trends and opportunities, the specific focus will lie on the
study of journalistic texts as a widespread instantiation of public mediated com-
munication.

To this end, Section 2 provides conceptual background by (i) briefly charting
the current disconnect between media and journalism studies and media linguistics
and (ii) situating corpus-linguistic approaches as a form of content analysis. Section
3 discusses the opportunities and limitations of established computational ap-
proaches to textual analysis, and introduces corpus linguistics as a complement.
Section 4 provides a selective review of relevant studies to illustrate the scope of
extant work. Section 5 takes a more practical approach and complements Bednarek
and Carr (2021), who have established the concept of “computer-assisted digital
text analysis.” It expands upon their valuable guide to analyzing self-compiled
corpora with a commercial tool with regard to using (i) sizable freely available
reference corpora and (ii) free tools. Section 6 summarizes and contextualizes the
arguments presented.

2. Conceptual background

2.1 Media and journalism studies, media linguistics, and obstacles to interdisci-
plinarity

When work transcends disciplinary boundaries, one of the common impediments
are natural differences in research objectives and terminology use across the respec-
tive fields. For instance, technical terms such as “corpus” or “keyword” vary in
meaning and usage (see also Section 4.1). Others include forces of inertia impeding
methodological innovation, and, importantly, a lack of awareness of scholars of
other research within and especially outside of the confines of their discipline
(Boumans & Trilling, 2018, pp. 16-17).

An illustration of the latter is the following claim: A consequence of these devel-
opments (i.e. the “new interdisciplinarity” mentioned above) is that journalism
studies have increasingly opened up towards other disciplines. Simultaneously,

2 Similar developments are observable in the social sciences at large, where to date the “linguistic
turn”, intended to “make [...] room for new types of discourse and conversation analysis” (European
Strategy Forum on Research Infrastructures, 2021, p. 108; with media studies notably mentioned
as a an “articulate example” of interdisciplinarity in the same report), largely is a “computational
turn” (see, e.g., Bucher & Niemann, 2018, p. 180; Windsor, 2021, p. 182), arguably not exploiting
the full scope of linguistic approaches.
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journalism is “discovered” by other disciplines as a research object (Loosen et al.,
2022, p. 5). This supposedly recent “discovery” may seem somewhat grotesque from
the perspective of linguists? as they have been interested in journalistic language for
several decades now (see Bucher, 2014, p. 273), for instance to track linguistic change
at large (see, e.g., Bell, 1995; Hundt & Mair, 1999). They further have recognized
journalistic language as distinct communicative form (or “register”) and have shown
a “considerable readiness to adopt insights and impulses from other lines of research
[...], not least from the science of journalism” (Luger, 2017, p. 15).

Corpus linguists in particular have acknowledged the significance, prevalence
and accessibility of news discourse, even deeming it as “an ideal territory for cor-
pus linguistics” (Marchi, 2022, p. 576). Thus, at best, claims such as the one above
highlight the large-scale ignorance of corpus-linguistic techniques on part of media
and journalism scholars (see also Lenk, 2013, p. 67).* Essentially, this results in a
largely one-sided relationship wherein corpus linguists diligently study media texts
but media and journalism scholars have overlooked pertinent work and have
avoided implementing corpus-linguistic techniques. At the same time, while engage-
ment with journalistic texts has a long tradition in media linguistics, it has to be
acknowledged that — pace Luger (2017) — there actually is an undervaluation of
concepts and frameworks established in journalism studies (see Section 4 for de-
tails). This lack of mutual recognition and the ensuing state that “a fruitful, inter-
disciplinary contact cannot have won recognition yet” (Luger, 2017, pp. 25-26) is
regrettable in the view of the fact that “linguistic analysis of news discourse can
yield valuable corroboration as well as insights for a broader understanding of
how journalism operates” (Marchi, 2022, p. 582), and particularly as “both com-
munication research and linguistics have a long tradition of content-analytic
techniques” (Mahrt & Scharkow, 2013, p. 27).

2.2 Corpus linguistics as content analysis

To flesh out this common concern and to contextualize corpus linguistics within
the extant methodological literature in media and journalism studies, it is beneficial
to place it within established taxonomies. These distinguish the three basic meth-
odological strands of interviewing, content analysis, and observation (including

3 Suprisingly, Hase et al. (2022, p. 74) mention information science, engineering and technical sci-
ence as wider disciplines engaging with journalistic communication, leaving aside linguistics as an
apparently (too?) obvious choice.

4 Tt needs to be highlighted that communication and journalism scholars are by no means the only
ones “guilty” of this type of ignorance, as a recent paper discussing the study of language from the
perspective of psychology reveals (Jackson et al., 2022). In this contribution, the authors seem to
embrace computational approaches for language processing (including techniques such as topic
modeling, sentiment analysis, and text classification) but do not discuss the opportunities and limits
of corpus linguistics for psychological studies. Further, they misrepresent factual information with
claims like “[t]he Oxford English Corpus is the largest corpus of 21st century English, totaling
more than 2.1 billion words across multiple English-language cultures” (Jackson et al., 2022, p.
810), while there certainly are larger databases available (e.g. the constantly evolving NOW Corpus
with c. 19.3 billion words in July 2024; english-corpora.org/mow). They also seem to disregard
the longer history of linguistics as a discipline when stating that “[r]esearchers now [sic!] have the
tools to analyze and interpret this language” (Jackson et al., 2022, p. 820).
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experimental approaches, typically featuring in the study of media reception and
media effects), each including “manifold qualitative/non-standardized and quan-
titative/standardized forms and variants” (Loosen & Schmidt, 2016, p. 563).
Corpus linguistics could conventionally be categorized as part of content analysis,
viewed as “systematic and replicable examination of symbols of communication
[...] to describe the communication, draw inferences about its meaning, or infer
from the communication to its context, both of production and consumption”
(Riffe et al., 2020, p. 23).

Supporting rationales for deeper engagement with the language of journalistic
media texts (aka “news discourse”)’ as symbols of communication stem primarily
from their high social impact in constructing and representing “what matters, what
makes sense, what time and place we live in, what range of considerations we
should take seriously” (Schudson, 19985, p. 14; see also Bell, 1995, p. 23; Mautner,
2008, p. 32). This motivates a functional perspective on (among others) linguistic
usage patterns in relevant instantiations to determine their effect on the context,
specifically the shaping of public opinion or the representation of social values at
a given point in time (Bucher, 2014, p. 271, 275; Meier et al., 2017, p. 357). Con-
cretely, this functional view of language has also been considered in various frame-
works prominently featuring in media and journalism studies (see, e.g., the “style
dimension” within the concept of “softening the news” according to Reinemann
et al., 2012).

Given the aforementioned perspectives, it is not surprising that common defini-
tions of content analysis invite collaboration with theories of language and discourse
analysis, since they make the symbolic meaning of media contributions their
genuine subject matter. They provide the categories and criteria that are relevant
for a content-analytical grasp of media communication as a form of symbolic
exchange (Bucher, 2014, p. 288). Specifically, on a methodological level, it has been
noted that corpus-linguistic approaches in particular may be useful to obtain em-
pirical insights into quantitative and qualitative textual patterns, even if only viewed
as a means to triangulate more traditional content-analytic perspectives (Bucher,
2014, p. 289) as well as perspectives from the other methodological strands on the
production and reception of relevant communication (Fraas & Pentzold, 2016,
p. 229).¢ However, as previously mentioned, corpus-linguistic techniques have
rarely been employed in media and journalism research to examine pertinent texts.
Instead, content analysis predominantly has employed either more or less extensive
manual coding (which can indeed be combined with corpus-linguistic approaches,

5 On the discussion of the use of the terms “discourse” vs. “text” and their variable usage in different
research traditions, see, e.g., Bucher (2014) or Fraas and Pentzold (2016). In the present work, we
will refer to (news) discourse as a textual manifestation and thus use the terms liberally.

6 Thus, Bucher (2014, p. 272) considers looking at linguistic (and other) symbols of communication
even as some kind of cross-sectional “basic science” for media and journalism studies, as it may
also become relevant in the study of media effects as well as of the communication between and
among producers and recipients.
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see Sections 4.2 and 5.2) or automated content analysis aligned with the “compu-
tational turn” (see also Section 3).”

3. Opportunities and limits of automated content approaches

As suggested above, the “interdisciplinary turn” in media and journalism studies
predominantly is a “computational turn” in the sense of relying on computational
and information science methods for analyzing very large datasets (aka “big data”).
A significant amount of pertinent data is textual (see, e.g., Chen et al., 2023, p.
112) and typically amenable to quantitative techniques used in natural language
processing (NLP), including topic modeling, named entity recognition, and senti-
ment analysis (Sjovaag & Karlsson, 2016, p. 91). As rightly noted by Boumans and
Trilling (2018, pp. 8-9), such automated content analysis, generally defined as a
set of approaches “in which the analysis of text is, to some extent, automatically
conducted by machines” (Hase, 2023, p. 23), has been embraced by media and
journalism scholars as it offers several benefits, such as being able to test hypoth-
eses based on previous qualitative or small-scale quantitative research or to effi-
ciently identify latent patterns in the data that would remain hidden to mere
manual assessment.

As the focus of the present contribution is on corpus linguistics rather than NLP,
two general issues need to be resolved at this point: (i) corpus linguistics is not to
be viewed in complementary opposition to automated content analysis based on
NLP, as there are shared interests and a considerable overlap of functionalities in
individual implementations. Arguably, corpus linguistics could even be viewed as
an “offspring” (in the sense of an implementation) or at least “close relative” of
NLP and there have been persistent efforts to “scale up” corpus linguistics through
integrating NLP techniques in a meaningful way (see Dunn, 2022, for recent dis-
cussion); (ii) we do not intend to present automated content-analytic techniques
in an unduly negative light in the following, as they have proven to be a versatile
means for putting media and journalism studies on firmer empirical ground in
many respects, as already indicated above, and are by no means “blind” to linguis-
tic insights. Yet, such approaches also have various potential limitations on both
the theoretical and practical level, as discussed in the methodological literature,
and we would like to sketch the potential of how some of these constraints can be
addressed using corpus linguistics as a complement (at the same time acknowledg-
ing that there are continuous efforts on the part of both the NLP and the media
and journalism studies communities to improve algorithms and tools).

A first notable issue at stake is transparency. It is widely recognized that the
more sophisticated and algorithmically complex an approach (e.g. towards senti-
ment analysis) is, the more there is a danger of the tools and programs used rep-

7 (Critical) discourse analysis (CDA), which can be corpus-assisted or not, is occasionally mentioned
as a qualitative (and non-standardized) form that contrasts with the idealized systematic quantitative
perspective regularly taken in content-analytic work (see Pentzold, 2017, p. 517). For reviews of
relevant contributions beyond the ones introduced in Section 4.1, see Bucher (2014, p. 279) and
Kelsey (2017).
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resenting a “black box” for the regular media and journalism scholar lacking in-
tensive computational training (Pichler & Reiter, 2020, p. 51; Bednarek & Carr,
2021, p. 147), so that a systematic evaluation of relevant tools becomes difficult.
This, in turn, may prompt researchers to continue relying on more transparent
(non-computational) approaches involving higher levels of manual control (Baden
etal., 2022, p.2). On a more general level, missing transparency may also obstruct
replicability in research.

A second recurring theme is the lack of theoretical embedding of big data ap-
proaches, so that research is driven by “the bigness of data itself or its processabil-
ity [rather than] by theoretical questions and substantive problems” (Shahin, 2016,
p. 47), a development possibly fostered by the wider availability of relevant com-
mercial software tools, which are (over-)used as ends in themselves rather than as
instruments for generating and empirically testing hypotheses grounded in established
frameworks (Chen et al., 2023, p. 111). On a related note, it has been observed that
reliance on automated analysis carries the risk of taking essential terms such as
“frame,” “sentiment,” or “topic” simply for granted, and that leaving the theoretical
status of these constructs implicit can lead to simplistic or flawed operationalizations
(Baden et al., 2022, pp. 8-9; Hase et al., 2022, p. 73). This decline of theory-driven
research is also linked to broader debates about (i) whether the focus on auto-
mated approaches has led to a dominance of purely descriptive work, with a con-
sequent neglect of formal theoretical developments (see, e.g., Waldherr et al., 2021)
and (ii) whether the “computational turn” has in fact turned into a “computa-
tional overwind,” as there is tension between “developers’ emphasis on techno-
logical and statistical properties” and a “primary concern for operational demands
and measurement validity” on the part of researchers (Baden et al., 2022, p. 2).

The latter directly relates to a third limitation, which concerns the reliability
and validity of automated analysis. While Sjovaag and Karlsson (2016, p. 91) had
already warned that “computational power can easily substitute scale for depth,”
Scott (2023) manually tested whether the results of content word searches in
widely used databases such as Nexis or Factiva, which could be considered typical
sources for NLP analysis in media and journalism studies, actually retrieved relevant
articles. This exercise showed that even the “crude assumption that word forms
indicate text meaning” (aka the “bag-of-words” assumption that “the orders of
words in a document can be neglected to understand the major content in a docu-
ment”; Chen et al., 2023, p. 115) is deficient and retrieves a large proportion of
irrelevant or only marginally relevant texts, thus introducing considerable “noise”
into the data. However, texts collected in this way regularly serve as input for
automated analysis of large datasets without the opportunity for additional man-
ual assessment, which can be considered undesirable.

Another aspect operates on a personal and practical level. Despite the increased
availability of commercial and freely available software packages mentioned above,
media and journalism scholars may face a steep learning curve if they want to
competently use big data approaches as they do not have sufficient computer lit-
eracy to perform automated analyses. While it is clear that media and journalism
scholars have increasingly developed computational skills and have started devel-
oping computational methods themselves (i.e. “by the field for the field”), they still
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may have to rely on interdisciplinary cooperation (Sjovaag & Karlsson, 2016,
p. 91), and it has been argued that progress in this direction is still comparatively
slow (see, e.g., Bednarek & Carr, 2021, p. 146). Further, such collaborative efforts
can often involve financial burdens (e.g. hiring a programmer or data scientist) that
are beyond the resources of both junior researchers and researchers in the Global
South (van Atteveldt & Peng, 2018, p. 87). Furthermore, the latter are disadvan-
taged due to a persistent lack of technical infrastructure and computational pow-
er (Madrid-Morales, 2020, p. 74), which may be required to efficiently run sophis-
ticated NLP tools.

The aforementioned limitations point to the larger issue of methodological re-
flection. A “bigger (data) is better” approach may not always be helpful, as “re-
searchers caught in the ‘data rush’ seem to have thrown caution to the wind, al-
lowing themselves to be seduced by the appeal of Big Data” (Mahrt & Scharkow,
2013, p. 22) without acknowledging the inherent weaknesses of large-scale auto-
mated analysis of (textual) media content. As a potential remedy, researchers in
media and journalism studies would be well advised to consider drawing on
methods and tools from linguistics, the discipline with arguably the longest tradi-
tion in textual research, at least to supplement established analytical techniques
(Mahrt & Scharkow, 2013, p. 22).

Therefore, the following section will outline how corpus linguistics in particular
can be a viable “middle-ground” approach that provides opportunities for theory-
based, quantitative-qualitative analysis while still offering control over the data
through tools and procedures that are comparatively transparent and accessible
to the regular media and journalism studies scholar and that can be fruitfully
combined with other types of (content) analysis (see also Lewis et al., 2013; Madrid-
Morales, 2020, p. 79).8 In other words, corpus linguistics is presented as a digital
method for (semi-)automated empirical analysis that still involves human judgement
and theoretical relevance and reflection to a greater extent than fully automated
computational (and arguably opaque) approaches, so that eventually “scale meets
depth” (Shahin, 2016) in a best-case scenario. In addition, from a practical perspec-
tive, it is suggested that corpus linguistics as a “complementary way of doing
Digital Social Science” (Bednarek & Carr, 2021, p. 132), can still be seen as part
of the computational turn outlined in Section 1, albeit without high technical and
organizational barriers and extensive time investment on the part of researchers
(Bednarek & Carr, 2021, p. 146) but with the possibility of fruitfully combining
computational and media studies approaches, as already postulated by Sjovaag
and Karlsson (2016, p. 91), for instance.

8 See also Bednarek and Carr (2021, p. 146) for a general overview of advantages and limitations
of corpus-linguistic approaches. On a related note, it must be acknowledged that “methodological
transparency” in media and journalism studies commonly is conceptualized as providing actual
code (e.g. in R or Python) usable for the replication of automated content analysis procedures. The
understanding of transparency here relates to the structure and functionalities of the (corpus-lin-
guistic) tools presented (see Section 5).
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4. Corpus-linguistic work on journalistic language

This section presents corpus linguistics as a path towards reflected algorithmic
textual analysis, defined as a (best) practice of computer-aided text analysis char-
acterized by its interdisciplinary modularization. These modules are interlinked
manual and automatic work steps related to concepts or text phenomena. The
allocation of the modules and the interpretation of their results are carried out
taking into account domain-related prior knowledge, the operationalizability of
the modules and their empirical validation (Pichler & Reiter, 2020, pp. 57-58).

This definition suggests that such an approach is genuinely interdisciplinary and
theory-driven/deductive. In particular, corpus-linguistic software has explicitly been
mentioned as useful for such hypothesis-testing projects (Pichler & Reiter, 2020,
p. 56), whereas other automated content analysis tools (see Section 3) have more
frequently been associated with hypothesis-generating (aka explorative/inductive)
work (see, e.g., Hase et al., 2022, p. 74). While this is not assessed formally (i.e.
through a user experience survey), it is further suggested that corpus-linguistic tools
are comparatively transparent (i.e., users can comprehend what the software does
as it relies on algorithmically less complex procedures than many other computa-
tional tools, which require a certain amount of programming/coding skills) and
accessible (e.g. they come with a graphical user interface). On a general note, it is
also worth mentioning that corpus linguistics as a field has engaged in extensive
meta-methodological reflection within the “replication crisis,” including discussion
on the issues of reliability, replicability, and open science practices (see, e.g., Sonning
& Werner, 2021; Schweinberger & Haugh, forthcoming).

Another strength of a corpus-linguistic approach is that it typically combines
qualitative and quantitative research in a systematic and reliable way, balancing
automated and human evaluation (Touri & Koteyko, 20135, p. 605; see also Haid-
er & Hussein, 2020, p. 840). Again, we do not claim that such hybrid approaches
are absent from other types of computational content analysis altogether (see, e.g.,
Nelson, 2020 or Baden et al., 2022) but as yet they are the exception rather than
the rule and typically work on much vaster sets of data, naturally coming at the
cost of a lower amount of researcher “immersion” in the data, which, however,
may be a crucial prerequisite for adequate theory-driven interpretation (Carlsen
& Ralund, 2022). As stated above, corpus-linguistic approaches often are mixed-
method by default, thus are more data-immersive and arguably allow the identifi-
cation of subtle linguistic differences in the textual material, which is likely to increase
the validity and reliability of the findings.

For a fruitful theory-driven application of corpus linguistics in the field of media
and journalism (content) studies specifically it is essential to consider (i) how rel-
evant concepts (such as “framing,” “emotionality,” “news values,” or “objectivity”)
can be operationalized (i.e. how they can be linked to actual linguistic phenomena
at the surface text; see Pichler & Reiter, 2020, p. 47), (ii) how quantitative and
qualitative perspectives can be efficiently combined to offer a “unique way of look-
ing at language in the media” (Jaworska, 2018, p. 105; see also Windsor, 2021,
p. 183), and (iii) how corpus-linguistic approaches can potentially complement

2«
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other (manual and computational) content-analytic techniques to arrive at valid
results and theoretically meaningful interpretations.

While Bednarek and Carr (2021) summarize several pioneering studies (such as
Touri & Koteyko, 2015) and provide a succinct overview of how a specific tool,
WordSmith (Scott, 2020), can be used to gain insights into aspects such as media
bias — in the form of (dis-)preferred language for certain social groups —, sourcing
and quoting practices of individual media, as well as framing, it may be useful to
review work from the areas of media linguistics and media and journalism studies
in order to outline the full potential of corpus-based approaches to journalistic
language (see also Lefkowitz, 2021, pp. 98-102). While a comprehensive review
would go beyond the scope of the present contribution (and would merit an ad-
ditional systematic review article in itself), the scope and breadth of extant research
are illustrated below to approximate a representative overview. The studies pre-
sented were chosen as they either represent a more corpus-linguistic (Section 4.1)
or media and journalism studies (Section 4.2) perspective on the data, as determined
by the association of the publication outlet or the individual author(s) with one
discipline or the other.

To promote mutual awareness, some “missed opportunities” of (i) corpus-lin-
guistic work in terms of embedding it in common theories and frameworks used
in media and journalism studies and (ii) media and journalism studies work in
terms of applying certain corpus techniques are identified, and, in addition to the
practical examples given in Section 3, potential points of (future) interdisciplinary
contact are highlighted.

4.1 Linguistic studies

Following Jaworska (2018, pp. 101-102; see also Marchi, 2022, pp. 581-585),
corpus-linguistic work on news discourse is based either on “news” parts of larger
general (aka “reference”) corpora (such as the British National Corpus, BNC) or
on specialized, often self-compiled news corpora, and can broadly be categorized
into the two strands of “language use” (form) and “discursive representations”
(content), as reflected in Table 1.7 In addition, it has been observed that there is a
certain bias towards the latter strand (and especially its “critical” variant; see also
note 7), as well as a strong focus on written discourse (O’Keeffe, 2012, p. 117),
and especially legacy media discourse (Nartey & Mwinlaaru, 2019, p. 217), which
does not seem too surprising given the easy (now regularly digital) accessibility of
online and digitized written news material.

Analyses of the “content” type take media discourse on socially relevant topics
(e.g. politics, racism, nationalism, science, gender, disease, migration) as their start-
ing point and adopt a “critical” perspective as they are “often interested in uncov-
ering the mechanisms of ideological work as legitimized through language use”
(Jaworska, 2018, p. 103; see also Mautner, 2008, p. 33). To counter views of

9  Corpus-based work on longer-term diachronic (sociolinguistic and pragmatic) developments (see,
Conboy, 2014; Paulsen, 2022 or the contributions to Bos & Kornexl, 20135, for instance) is ignored
here for the sake of brevity.

358 SCM, 13.Jg., 3/2024

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20. Op O



https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Werner/Michael | Linguistic corpora and tools

critical discourse analysis (CDA) as overly subjective due to its traditional reliance
on manual analysis of smaller sets of texts, it has been argued that CDA has ben-
efitted from corpus-based approaches that produce empirical quantitative evidence
(i.e. salient terms/keywords in news discourse, see above) and thus lead to gener-
alizable findings (see, e.g., O’Halloran, 2010, pp. 564-565). However, CDA still
relies to a considerable extent on follow-up manual analysis (e.g. of individual
concordance lines) in what is commonly referred to as corpus-assisted discourse
study (see, e.g., Johnson & Partington, 2018). While CDA is a burgeoning subfield
(see, e.g., Jeffries & Walker, 2019 or Balfour, 2023 for recent book-length treat-
ments), it is considered sufficient to present selected studies in more detail for il-
lustrative purposes (see Table 1).

4.2 Media and journalism studies

Despite the widespread neglect or at least underestimation of corpus linguistics in
the analysis of journalistic texts (see Section 1), there are a few pioneering studies
that have appeared with the comparatively short timeframe of a decade. To high-
light the potential of corpus-linguistic approaches, a selective overview is pre-
sented in Table 2, again with the aim to illustrate the scope and breadth of extant
research rather than drawing a comprehensive picture.!?

The overview in Table 2 illustrates that corpus-linguistic approaches certainly
are not unheard of in media and journalism studies and have repeatedly been used
to complement other types of content analysis. At the same time, it is clear that
individual studies suffer from issues addressed in corpus linguistics (e.g. balancing
of corpora that are compared, small corpus sizes) and may have benefitted from
applying more sophisticated corpus-linguistic techniques.

4.3 Summary evaluation

The preceding overview, rather than representing a comprehensive summary of the
full body of corpus-based work, was guided by the aim to illustrate the scope and
breadth of such analyses and their potential relevance for content-analytic media
and journalism studies. For instance, this concerns the opportunities for empirical
validation of (theoretical) concepts such as tabloidization or also the (data-driven)
exploration of aspects such as topic modeling or agenda setting under the prereq-
uisite that corpus queries intended to provide insights into central concepts of
media and journalism studies are operationalized in a meaningful way on the
basis of linguistic categories. Concurrently, researchers can retain control over the
data and can supplement quantitative and qualitative insights from the corpora
with manual annotation (as done in Lefkowitz, 2021, for instance). Given this vast
potential for “reflected algorithmic textual analysis” as defined above, the persistent

10 Work analyzing journalistic language with corpus-linguistic approaches in other fields is ignored
here, but see, e.g., Meier et al. (2017) for an example from sports sciences that relies on Entman’s
cascading activation model, Atanasova et al. (2019) from health studies that analyzes framing, or
Haider and Hussein (2020) for a study from digital humanities focusing on news values using a
parallel Arabic-English corpus.

359

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20. Op O



https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Full Paper

SMITAIIUI pUB
uoneAIasqo rouonnoerd
10 (€TOT “[Te[D J0 19
-1e[ oY1 uo ‘sajonb 10011p
Jo Joquinu ay3 10 sad£1
spnIe Jo uonedsynuenb
e ‘soonoerd Suroinos

Jo uoneloUUE [B

-nuew "3°9) sIs[eue Ul
-uod [euonippe £q pae
-1ueIsqNs jou sadndeid

(610¢
‘uasua3Io[-TyeM

£9T(07 ‘Uasualg
*3°9) wisipewIno|
Jo uoneziunul/A
-euonowa (107
‘[ 30 UUBWAUIY
*39) (Suntodax e

SOATD2(pE pue sqIoA
-P® 9AIIBN[BAD UO SND
-0} & yum ;e1odiod
0M] Y3 UMD

UOnIEN[BAD
JO JUNOWE paseardul
+ 9smods1p rodedsmou

1(500T B4
93} WOIJ SPIOM UOT[[TUT

S¥1 ™) S0 10418 *(€661

wooismau 3urdueyd jo  -uonowd/euosiad)  spiom4ay jo uostred JO uoneZIpIo[qel/uon Tea£ oY1 WoIj sprom (0107)
SUOSEII U0 $3say10dAq uorsuawIp 9[41 -wod dAnEINUENY) -BZI[BWIOJUI SUISB2IOU]  UOI[IW ()T *J) £6 [0g?S wiof  pm3ng
s3ur
-puy ay3 J0j SUOSear olul
S1YSISUI pamof[[e 2ALY
p[nom (9107 “Ipruys
29 U9s007T) 13U 381y
-A3uami a3 ur saonoerd (suomn
Sunyrom (¢Surdueyp) -BZI[BUIWOU pUE (6661 TEN 29 Ipunp|
1o Surpiedar yiom sunou payrpow-isod woij e1ep :uostedwod jo
[euonEAIISqO/sIsT EUINO| (z10T  I0/pue -a1d Aqiaeay sueaw) 2s1odstp 1oded (smau yst
[IM SMITATIUT YIM "§°9  ““Je 19 UUBWAUIY ‘sA AJI[BWIOJUI JO  -SMIU JO 9JNIBU [BIIWOU  -ILIg JO SPIOM UOI[[IW 4§
‘vonenduern ysnoryy  -9+9) (Suntodar e sioyrew) sauanbaiy  -009/o1muR>-uONEUWLIOUT *D ‘spIoMm UOI[[IW ()7 *d)
uoIsuawWIp uondnp  -uonowd/feuosidd)  Fuidueyd jo uosued  sa uonezijemboroouon  sndioD) gsySug uainix (€007)
-o1d o1ur s1ySIsur 210\ uorsuawIp 9[41§ -Wod 2A1BINUENY) -ezire[ndod Suiseaouy puv uayods uvmduo| w0 nRqrg
$91109Y3/s3d2d
(sanruniroddo -U0d SAIpNIS WSl uonezl
PasSIW,, UO JUIWWO)) -[euinol Jueadey -reuonerado/poylaN SNJ0J YOIBISIY ele( adA1. Apmag

wsijeunol yo a8en8ue| ay3 uo saipnis di3sindul] “L 3jqeL

SCM, 13.Jg., 3/2024

360

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20.


http://www.sketchengine.eu/sibol-corpus/
https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.sketchengine.eu/sibol-corpus/

Werner/Michael | Linguistic corpora and tools

*(8007¢ ‘wosAey]) 9SI0ISIp JueAd[T oY1 Ul Teadde 111 (SP[OY JNUBWS) SIWAY IOPLOI]

Os[e Inq ‘SpIOM [enPIAIpUI JUSI[es AJUO Jou FUIKJIUAPI JO wie Y3 YIim sndiod 90ua1a§a1 [e12udg B YIim snd1od 1981el B SISBIIU0D SISK[BUE PIOMAY dUBWIAS,
*(9ui132.4 21225011 (PRIOUUOD A[2A1IRSIU) Y3 *SA JUdU1L2108 4] Y} PUR UONDASIUIULPY ©OTuUl]) ([e1Inau) oyl “3-9) swAuouLs-reau ur Jusurword

AJreroadsa st yoym (€661 MNOT 0s[e 338 (€17 “SuI[aqy) SIUN [BIIXI] PIPUIXI JO SUIUBIW AIBN[BAD Y3, SB Pauyap st Aposoid snuewag, ‘sndi1od 3081e3 a3
ur  pa1uasardalroAo,, ST WA Ay 210W A ONJeA sSauAdY B 1YSIY Y[ *($707 “FuruuQg 3:9 ©99s) SIUIWINSBIW  SSIUAIY,, SNOLIBA d1e[nd[ed 01 Larunizoddo aya
s19330 AJ[ensn a1emijos sndioy) *Aunnids 19s0[d Yaiom aq Aew pue ‘sndi1od 398181 93 Ul UOOUN] PUE DUBAI[II dY1Dads & yaim p1omAd & paf[ed 9q Aew 31 sndiod
3981831 93 Ul Apuanbaiy srow sIN00 prom e J] *(sndio)) (puonvN ¢sirig Y3 se yons ysiSug jo sndiod [erouad e *3'9) sndi1od 90uaIgyar B ul sarouanbaiy oyl
yam (sndiod 1odedsmau e *§-9) snd1od 393183 € Ul SULLINOJ0 spiom Jo Aduanbaiy oYy Surredwod y3noayl paynuapr a1e suas sonsm3ulf-sndiod e ur sprom4y,
*snd100-[0q1s/na'aUIUIYDINS I S[B[IBAE SI (SPIOM UOI[[IW (6§ *3) [70T 4834 ay3 03 dn eyep Suistrdwod mou ‘snd1od [ogI§ Ay jo uoisioa pajepdn uy, *sa70N

SIXON

Quiviooun (STO7T) streq pue WOIJ PIALIIP ‘(SpIOom
wira) £33 Y3 JO SIS (6007) weSeyuadoy ur 000°0S£ ™) a8uvepd (91027)
sa1102y3/51daou0d sarpnis -A[eU® [ENUBW + SIS SHWLUNS dJBWID 9y} Sul 2714112 W) 198183 yo1|
wisijeuInof Jueadar Suruad -A[eue p1om£Ady 011 -mof[oy aSuryd NBWIP JO  YIM sINIE ssa1d ysnug a1 -IN 29
01 uone[a1 1I[dXxda ON ‘Guipppowr ordoy,  -uewds saneInUENY)  Uonou Ayl jo uondadrdg  jo sndiod pajidwos-jag -uoD) suI[joD
SIXaN
WOIJ Paeaid ‘(spiom uol]
-[Iur ¢ 0 ‘soutzedew pue
X St wsiuna) pue stodedsmou £ppoam pue
wistuiud) + 9A1dd[pe  ssa1d urwIdn) pue ysnug Arep) ydeiSered pes| (2102
Suidjipoward sur1 9yl UI WSTUTWAJ SPIEMO] 33 ul 10/pue JuI[peay Ay
o duwr -1ed oy Jo sisA[eue  Sopninie (PIZI[ENXas pue SYI UT wsstuInued ] Widl -BuysL|
139 s1daouod wstjeuInol Surtwresy UOIIBD0[[0D dA1IE] aAnegau) Jo uorssardxa 398183 93 YIIM SIPIIE BNiG)] X
JUBAS[DI 03 UONB[Y ‘Gunios epuddy  -fenb-aaneinuend) jo sisA[eue aansenuo)  Jo sndiod pajrdwod-jjag -uo)  eYsIome[
‘yons
se 11 Surjaqe] Inoym
“(§££°d 6007 ‘urwa]0)
2 n\) Sunias epusafe
[2A9[-PUOI3s JO dUBISUI
U SE SLI01S SMau Sul
-WeIJ JO 2SUS oY1 Ul (7§ ¢Aposoid onuew
d ‘cg61 ‘urunUY) U0 -98 JI9Y3 pUB SUOIIBIO[[0D
-enjead [erow,, Suifod Surturey sisA[eue uoned [ea1d£1 Tead 1ad sordos (sprom (9002)
-wo Apqns sisifeunol ‘3unos epudde  -O[[0d ‘SIsA[eur pIom pue sowayl Jolew ‘Gur  UOIIW §] ‘T00C-S66T) IUANAUOD a1qqu,
103 3JUPIAI SIPIAOI] ‘Burpppou o1doy, -3y aanenuend)  -11odai oanisuss-1opusn)  sndiod ooy uvipivns)  quioj 29 102§

361

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20.


http://www.sketchengine.eu/sibol-corpus/
https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.sketchengine.eu/sibol-corpus/

Full Paper

sisA[eue 1ua)

wisijeuanol e
-n3IX93U0d “AIq
-BIUNODDE ‘$301)

S[epour jo

(oA
-dadsiad oruoayd
-BIp ULI21-110YS)

9SINOJSIP SMIU
ur ssaudAne[ndads
*SA SSQUIATIIISSE

spiom uor|
[ 6 "2 ‘vipawioju
sjo0f  woy (¢107—L661) s1od

-uod ([enuew) jeuon  -dexd Surinos SISA[eUE 20UBPIOIUOD ANIBI[ENQ) €9SIN0DSIP SMIU quug -edsmou ysiue(q 1noy (9107)
-ipen sjuowd[dwo)  ‘Guiydoremales) SIsA[eue $sau4ay danBINUENY) parudLIo-a1nIng -p4op\  Jo sndiod pajidwod-jjog UOSUBH]
(sprom uor|
[ g6 2 jo aed
SoUAL] 24 *SA SPIOM
000082 "> Jo 1red
uoypN () pa
-1senuod erodiodqns
93 Uam1aq due[eq
-wi ‘sjygisur premioy
-1ygrens arow yim SpIom uoI[[Iw
A[qissod (sisdJeue 0T " ‘sawur], ysnug 2yl
$Soukay se yons) Sui[ea pue uonvN A 10d
sanbruys91 onsng -£101s ‘sanjea so[41s -ed ueduay wouy syeur
-ui-snd1od pajeon smau ‘A103y3 SMIU Jo sisk[eue -91BW JO (va1ovd woiy) (9107)
-siydos axow jo asp) [euonninsuy $91d03/SpPIOM JUIIUOD JO UOLBIYIIUIP] [BINI[ND-SSOID)  IDISPLOM snd10d pajidwod-jog UOOTN
(751003
FaeXo SpIom 000°00C
~diooren) RN IR %)
VIIVX [PUOBDN {sHid 243
srodedsmou  Ajpawnsse  wWoIJ S21UIS 12YI0 pue
(&Juo sprom 9SINOJSIP uonedynuenb £q pamojjog Aypenb ysnug  ‘papraosd (qdvi3a19] Lvq ‘uv
000°SH ) BIEp smau Ul Sa130[0IPI JO SI9)B1 IN0J A UONEIYNIUIPI Ul SIDIAJP [BI110) jou uon -1pvns) ‘uapuadapuy (ST102)
JO Junowre payiwir]  uoneludsardoy Joydelow prom-£q-prom [enuely  -oyi se sioydeidjN  -BULIOJU]  WOJJ) $IX9) dusijewdnof  ILewuary]
SorT
-09y1/s3daouod pasn
SaIpNIS WsI[eU (s)jo0a
sjuowwo))  -mol Jueasfay uonezijeuonerodo/poyIaIN SNJ0J YdIeasay sndioD eleq Apnag

sa13sin8ul) sndiod Suisn sasAjeue saipnis wisijeuinol pue eipay ‘z ajqeL

SCM, 13.Jg., 3/2024

362

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20.


http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/
https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/

Werner/Michael | Linguistic corpora and tools

SN [ENIXIUOD UTUWLIIP

sndiod

90UIJAT S 57d.40))
[PUO1DN UDILLIULY
uad (O ‘SpIom UOT[[Iu |
*3 ‘s1xaN WOIJ PaIeaId

03 sisA[eue wWeis-u pue UOREd0[[0) (910T-0007) saui1], (¢207)
selq souway) We[s] pue swi| J40X MaN Y3 WoiJ Sueyy
BIpaW ‘Gurwery JURITES AJIIUSPI 03 SISA[BUE SSAUADY  -SOA JO 98BIA0D) U0 IUY snd10d pajidwod-jog bl
exod
-102 9JUIJAI SB £ [()T
Juoy sndio)) qap asauryy)
SuoH ur Juauwr ‘C10T sndio) qam
uon -dA0W  [BIIUI)) gsy3ug (N ‘asou
-ejouUE dAa1EIEND Adn2Q,, +10T -1¢7) soudl] Y40x MIN
[enuew yim son sad£1 Surwrely jo uonelouue a1 Surpunoins ‘asoury”) Hgg woij)
-smgui| snd1od aan [enUBW pUB SIYDIBIS SIUBPIOIUO) 9SINOJSIP SMIU e10d105 pajidwos-jas
-ejenb-aaneinuenb serq SawaY} 9Y3 Ur 9dUBIS [BD a3 (spiom 000‘06—000°0C (7202
Jo uone[nguell],  eIpIW ‘Surwiel jualfes AJ1udpl 03 sisA[eue ssoukdy -nijod pue oWy, -U (219§ *J) JI9[[BWS [BIIAIG Suig
(Je19uag *sa *3jos *sa paey)) sordoy £103s jo
sad £ (11) £(+239 ‘O ‘yaeay ‘sonrjod) sor
-do3 £103s (1) JO sisAJeUE JUIUOD [BNUEIA!
(uonezijeuosiad dseaiour
03 sueaw e se) sajonb jo Junod fenuey
(soAnd3[pe [e10Ud3 pue ‘sqiaApe
[e1oudg ‘s1oyrjdwe ‘SqIdApE 99I39p JA1}
-e[1adns ‘sq1oApe 99139p ‘sqIoApeE [eIoud3
aA1IR[12dNS) WSI[BUONIBSUDS JO SITRW
(11) ¢(s30® 10 sa1eIS [RIUSW SUIQLIDSIP
$qIA *9°1 ‘sq194 d3eaid ‘sunouord uosrod
pu029as/s1y) uonezijeuosiad Jo s1oyIew (aamoadsiod
SISA[eue JUUOD San[eA Smau (1) Jo (saduepI0dU0D) SIUNOD Ad>uanbarg SIUOIYILIP UILId) (9T107-896T ‘sauu],
[enuew pue s3ysIs ‘oroyds oriqnd  (Larjiqepear preouny]-yoss[] ‘Yisud| piom  -3uoj) s1odedsmou ay3 woij "33 ‘saAIydIe
-ur onsmgurf-snd ay3 jo L1093 93eI9AR ‘YISUI[ 20UIUAS dFBI0AL ‘YISUS|  YSHLIG JO UOLdUNY 1odedsmau pue sixapN) (1207
-10D 1M S9INSeoW  ‘WISI[BUOLIBSUIS 9o11E 98BI9AER) UONBIUILIO UOLIBUWLIOJUL 9014138 d1jqnd SISEQBIBP [BIIAIS WOIJ ‘8107)
JIN SUIqUIO))  “UOTIBZI[BUOSId] uo sa[qerrea paindwod A[[eonewoINy  SA UOHRZIPIO[qR],  JUODIUY snd10d pajidwos-jjag  Z3ImoNje]

363

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20.


http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/
https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/
http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/
http://www.natcorp.ox.ac.uk/tools/

Full Paper

large-scale ignorance of corpus-based approaches and insights (see Section 1) is
deplorable.

At the same time, however, several problematic aspects emerged, which could
partly explain the reluctance of media and journalism scholars to rely on corpus
linguistics as a tool. First, media-linguistic studies would benefit from considering
terminological discussion in media and journalism studies (see, e.g., Otto et al.,
2017 on delineating partly related concepts such as “sensationalism” vs. “hard/soft
news” vs. “infotainment” vs. “tabloidization”). This would facilitate exchange
between the disciplines and would help to avoid the use of different terminology
although the same or similar conceptualizations are explored (e.g. “informaliza-
tion” vs. “tabloidization”).

Second, media-linguistic corpus studies could arguably benefit enormously from
triangulation with other methodologies (e.g. practitioner interviews and observa-
tion or manual content analysis to determine sourcing practices) in order to go
beyond mere hypothesizing about the reasons for linguistic findings. On a related
note, there may be an occasional disconnect with key theoretical frameworks
employed in media and journalism studies (e.g. the style dimension of tabloidiza-
tion) even though the actual linguistic findings are potentially relevant. This suggest
that while corpus-linguistic work has gained limited momentum in media and
journalism studies, an “interdisciplinary modularization” as defined in Section 4
is yet to be fully realized.

Another obvious limitation of the studies both from the angles of media linguis-
tics and media and journalism studies is that they often rely on self-compiled
corpora (see Santaemilia & Maruenda, 2014, Landert, 2015, or Marin Arrese,
20135 for other, including non-English, examples) that are not publicly available or
that were compiled relying on commercial aggregator databases subject to sub-
stantial licensing fees (such as Factiva or Nexis). Clearly, this hinders replicability,
may disadvantage scholars without adequate resources or may place some demands
on researchers in terms of required programming skills to compile relevant mate-
rials (e.g. through extensive web-scraping) if such costs are to be avoided (Marchi,
2022, p. 579). While some studies leave it implicit which corpus tools were actu-
ally used (e.g. Krennmayr, 2015), others (e.g. Hansen, 2016; Moon, 2016; Ping,
2022) rely on commercial tools that come with licensing costs. On a different note,
it appears that most studies have a synchronic or short-term diachronic scope and
the vast majority focuses on English as the target language. The subsequent section
aims to address some of the shortcomings from a practical perspective.

5. Applying corpus-linguistic methodology

As noted above, there have been some efforts to highlight the potential of corpus-
linguistic approaches for media and journalism studies (notably, Bednarek & Carr,
2021), as well as to apply various databases and tools (see Section 4.2). The current
section aims to encourage media and journalism scholars to seriously consider
corpus-linguistic approaches by lowering the barriers for using them (either on
their own or in collaboration with corpus linguists). This is attempted by (i) il-
lustrating the use of large reference corpora that are freely available online for
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academic purposes and (ii) introducing AntConc, a free and extensively docu-
mented tool that can also be used for historical press research based on publicly
available news archives, an area that has not received much attention to date.

By necessity, selective examples are given in order to familiarize scholars with
relevant resources and tools and to briefly illustrate cases of theory-driven corpus-
based research possible without expert scripting/programming skills. Obviously,
due to space limitations, the full “workflow” for each tool and search and the
customization of individual settings (e.g. for the statistical measures to calculate
keyness; see note 2 of Table 1) cannot be reproduced here; rather, the aim is to
illustrate the range of possible applications of corpus-linguistic approaches in
media and journalism studies.

5.1 Reference corpora

Due to its wide availability and social relevance, linguists have for a long time relied
on news discourse as study material for analyses of linguistic structure and change
in general. Accordingly, carefully annotated (e.g. including part-of-speech tagging,
genre categorization or speaker assignment) general reference corpora for various
languages (such as COCA for English, english-corpora.org/coca; Deutsches Refer-
enzkorpus for German, DeReKo, https://www.ids-mannheim.de/digspra/kl/projekte/
korpora/; the Corpus del Espaiiol for Spanish, corpusdelespanol.org) that are freely
available for academic purposes regularly contain substantial news portions (includ-
ing data from magazines). In addition, there exist large linguistic news corpora that
are also freely available (e.g. News on the Web; NOW; available for English and
Spanish, for instance; Davies, 2017; see also the resources listed at clarin.eu/resource-
families/newspaper-corpora) as well as specialized corpora, for instance on headlines
(e.g. Kulkarni, 2021). Surprisingly, apart from a few exceptions (e.g. Krennmayr,
2015; see Section 4.2), these data have remained largely untouched in media and
journalism studies. This is unfortunate for a number of reasons.

Above all, reference corpora are not just unstructured “blobs” (Davies, 2018,
p. 19), which data in aggregators, for instance, arguably are, but present material
in a “ready-to-use” format. On the one hand, this means that neither scripting for
downloading materials nor preprocessing (e.g. removal of duplicates, meta-infor-
mation and boilerplate material; lemmatization; part-of-speech tagging) is required.
On the other hand, researchers can access the data through online interfaces that
are comparatively easy to use and for which there is ample documentation and
support material (e.g. in the form of corpus manuals or video tutorials), allowing
a smooth start for the uninitiated. At the same time, it is clear that working with
such “ready-to-use” material has its limits when it comes to addressing specific
research questions that pertain to very recent data or data that are typically not
part of such reference corpora (e.g. from social media, where the collection of one’s
own dataset, e.g. through APIs, may be the preferred approach, see Section 5.2).

As an illustration, consider the one-billion-word COCA, which currently covers
the period 1990-2019 and consists of ¢. 250 million words of newspaper and
magazine content (Davies, 2010). While the online interface allows for multiple
types of searches (concordances, collocations, diachronic developments) and provides
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related information on general lexicographical measures, for instance (see Figure
1), it also facilitates contrastive searches (e.g. between news and other genres, be-
tween news outlets with different editorial stances, between news discourse from
different decades or news articles vs. editorials, national vs. international news, etc.).

Figure 1. Browser interface of COCA (landing page)
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COCA could be used to add a quantitative dimension to analyses of news bias,
such as Papacharissi and de Fatima Oliveira (2008), for instance. Concretely, this
study of the portrayal of terrorism in US and British news could be complemented
by a quick search that determines the semantic prosody of the salient term terror-
ist and possibly some (near-)synonyms such as rebel (or freedom fighter). Embed-
ded in Entman’s (1993) framing approach, an examination of the collocating adjec-
tives to the left of the key term could be carried out in the “newspaper” section of
the corpus to track “moral evaluation” in the text as one important instance of the
framing process. Notwithstanding general methodological discussions regarding
the application of framing as a concept and its operationalization on the textual
level (see, e.g., Pentzold, 2017, pp. 521-523), such an analysis using the “Compare”
function of the corpus interface reveals, among other things, that while Islamic
terrorist and Syrian rebel are common collocations, the reverse combinations can-
not be found in the US press (apart from one example from the New York Times
in which Islamic rebel government is used as a paraphrasing translation of mu-
jahedeen).
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Using a different search strategy in the “Compare” display, collocations of ter-
rorist/rebel and nouns appearing to the right could be identified, returning terrorist
organization(s), terrorist networks, and terrorist cell(s) as highly salient items while
rebel co-occurs with arguably more “legitimate” (and positively connoted) items
such as force(s), army, or movement. This information on the semantic prosody (see
also Section 4.1) provides some empirical insight into the conventional definitions,
associations and usages of these terms as used in Western press discourse (which in
turn can be contrasted with usages in other sociocultural settings) and could be
combined with a manual content analysis of the framing types (episodic vs. the-
matic), as done in Papacharissi and de Fatima Oliveira (2008), for instance, or with
a complementary analysis of multimodal framing (Pentzold, 2017, p. 516).

If a research question requires zooming in on a particular subset of the corpus
data, this is also possible using the “virtual corpus” option, in which several filters
can be applied individually or in combination depending on the researcher’s goal.
Criteria here include the selection of a source, a timeframe, a specific word in an
article title, as well as specific words in a text (see Figure 2). This facilitates search-
es within a precisely defined dataset (e.g. in all articles from the Washington Post
from the year 20135 that have the terms “refugee crisis” and in the title and “Europe”
in the text) and is approximating the advanced search capabilities of aggregators
such as Nexis, but without the need to pay licensing fees or preprocess the data
before they can actually be queried along the lines illustrated.

Figure 2. Creating a virtual corpus in COCA

@ Corpus of Contemporary American English [ & [ m 2

Source P sovers

Artiche tile retugre crisn [ Inchucte plats [TV and Mowes)

Years - 213

Genrefdoman WEB BLOG L ™ SPOK RC MAG HEWS ACAD
ML - M A | e ] AL - AL = ML bl - L1 ' LS i
resa nesa | metion Remen anc G Beeny NraniOpn sy Eseatian
srgom ogm | Acun A [ o eri] Fnarcial e R
Fa Fu | B Arien B SaFfars SeTech Sporm G Son 0
W Wk | i Comedy o heeriie Sokthets Easrial LamPoss
L ) B | Bag - L I L Mied w | Milgen w | MAEe w | S

el —
o] ()

¥iou cam create 8 “irtual corpus” by selecting texts fram among the nearly S00.000+ texts in the COCA corpus. This sllows you to mowe beyond the categories that we
e created By BEnfe and year) [0 Seleot Tets froem the Conpus in amy wy' that you want.

Youi CaM LSe any of the criteris Shown 1o the left 1o detenmine what texts will be i the virtual Corpas. All of the ortenia afe opticnal - [Ust use thase that ¥ou want,

Mote that via this search fonm. you can only enter one single word in the [WORD] field, If you want 1o do mare complicated SEarches with multl-word strings.
substrings. lemmas, grammatical constructions, efe then you should create a virtual corpus using keywords. See the instructions by dlicking on TEXTSAVIRTUAL in the
search farim, nd then "Kisewords in the Text® (the first Nk in that help file).

After yourve created the Cofpus. you can add or delete texts and make cther modifications o the Corpus. You can also seanch just within the virual corpus. that you've
created: you can compane the frequency of words and phrases across your different wirtual corpora; and you can generate keyword Bsts from any of the wirtual
corpors.

Note that similar functionalities are also available in DeReKo (for German) and
NOW, an evolving monitor corpus that uses the same interface as described above
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and further allows comparison between news from different English- and Spanish-
speaking countries. While it cannot be denied that the bias towards English as the
most widely studied (and thus most resourced) language in the world gives an
advantage to researchers working with this language (see also Madrid-Morales,
2020, p. 76), there are a variety of other (linguistic and media-linguistic) corpora
available that could be exploited in a similar way (see, e.g., Schrader-Kniffki et al.,
2017 for an overview on Romance languages, including “minor” ones such as
Catalan or Galician, or Raharjo et al., 2020 for an outline of plans to develop
general corpora for Bahasa Indonesia). This raises the hope that the current Anglo-
centrism might at least be levelled out in the future.

A short-term diachronic look at the news sections of reference corpora can
further provide evidence on the style dimension of softening the news (or tabloidi-
zation) (Reinemann et al., 2012), if the data are searched for markers associated
with emotional (e.g. evaluative adjectives and adverbs), colloquial (e.g. contractions
and non-standard features), and subjective (e.g. combinations of first-person pro-
nouns and private verbs) language, and their changing frequencies are assessed.
Figure 3 synthesizes several searches in the newspaper section of COCA, showing
contraction ratios for selected items (not vs. n’t, will vs. ’ll, have vs. *ve, had/modals
vs. ’d). It implies that in this domain, the number of “colloquial” variants appar-
ently has levelled off, a finding that contrasts with results for the period 1960-1990,
in which a marked increase of contractions, and thus evidence for tabloidization
of newspaper style was found (Hundt & Mair, 1999).

Figure 3. Contraction ratios (in percent) of selected items in COCA
(newspaper section)
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Arguably, such an approach provides a more objective basis for generalizations than
manual content annotation operating with ordinal scales (e.g. individual articles being
coded on the “degree of colloquial language [...] 3-point-scale, ranging from 0 (not
colloquial at all) to 2 (very colloquial)”; see Steiner, 2021, pp. 4-5), which is addition-
ally subject to certain practical limitations as regards personnel resources and inter-
rater reliability, for instance. Nevertheless, to obtain a comprehensive picture, the
corpus-linguistic analysis could be complemented by other types of content analyses
on the topic and focus dimensions, where manual rating (still) reigns superior.

5.2 Free corpus tool

While carefully compiled and curated reference corpora offer several opportunities
for theory-driven work with a broader scope (see Section 5.1), one of their main
limitations is that they work only with a predefined set of materials (see Marchi,
2022, pp. 577-578). In addition, they may be limited in terms of historical cover-
age (but cf. the Corpus of Historical American English, for instance, which goes
back to the 1820s, contains a 150-million-word portion of newspapers and maga-
zines, and works through the same interface as COCA; english-corpora.org/coha)
and as regards their availability for smaller languages. These constraints can be
overcome by using standalone corpus tools.

Bednarek and Carr (2021, p. 133; see also Jaworska, 2018, pp. 93-100) list and
illustrate several essential functions of such tools (some of which were already
mentioned in passing in Sections 4 and 5.1), summarized in Table 3.

Table 3. Essential functions of corpus-linguistic tools

Function Description

Concontaecey Word | 12 o e f e e (o o s comb-

in Context (KWIC) . q ¥y =3 &
notations)

Wordlist Frequency list of all words in a corpus
List of items that commonly occur within a specific span to

Collocation the left or right of a target node (word or combination of
words)

Repeatedly occurring combinations of 7 words (e.g. trigrams)

N-grams/chunks in the data

Identification of items with high keyness/salience, i.e. high rel-
Keyness ative frequency of words (and potentially also lemmas and n-
grams) in one corpus vs. another (reference) corpus

Repeatedly occurring combinations (of varying size) of a spe-

Clusters . S
cific node (word or word combination)

Display of word frequencies in a corpus based on a wordlist,
Wordcloud intuitively visualizing pervasiveness of individual words (com-
monly: more frequent words appearing larger)

Note. Several of the functions are also available in NLP toolkits (see note to Table 4) commonly used in
media and journalism studies. However, informal screening of pertinent publications suggests that
these are rarely applied in research.
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Table 4. Common corpus-linguistic tools

Name Type Licensing Editable/ Link Updated Notes
fee open source
AntConc Standalone No No laurenceanthony.net/software/ Yes Additional corpus analysis (e.g.
desktop app antconc/ spelling variant analysis, vocabu-
lary level profiles) and processing
(e.g. part-of-speech-tagging) soft-
ware available (laurenceanthony.
net/software.html)
IMS Open  Server-based  No Yes cwb.sourceforge.io/index.php Yes
Corpus
Workbench
LancsBox Standalone No No corpora.lancs.ac.uk/lancsbox Yes Integrated visualization features
desktop app and statistical analysis
SketchEn- Browser- Yes No app.sketchengine.eu Yes Open source version NoSketchEn-
gine based gine (nlp.fi.muni.cz/trac/noske)
available
WordSmith  Standalone Yes No lexically.net/wordsmith/ Yes
Tools desktop app
Wmnatrix Browser- Yes No ucrel.lancs.ac.uk/wmatrix Yes Semantic tagging and keyword
based analysis

Note. There are text mining tools (like Voyant Tools; voyant-tools.org) that offer partly comparable functionality to corpus-linguistic tools as well as “toolkits” for
textual analysis implemented in programming languages like R or Python, which are customary in NLP, but ignored here due to the focus on corpus-linguistic
tools. Examples are quanteda (quanteda.io), NLTK (nltk.org) or ConvoKit (convokit.cornell.edu), with the last example being specifically designed for the analysis
of conversations. Further, there is a broad range of other corpus tools that are no longer updated or only work on specific operating systems (e.g. CorpKit, a stan-
dalone open source desktop app for Mac and Linux, last updated in 2016; github.com/interrogator/corpkit).
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As a proviso, laments should be noted that “[w]hile such tools are typically easy
to use, they also impose limitations on researchers, confining their study designs
to the predefined boundaries of the software” (Niekler et al., 2023, p. 327). At the
same time, it is evident that corpus-linguistic tools are still helpful because of their
transparent structure, easy availability and usability, and the fact that they can
work flexibly without sophisticated technical infrastructure and independently of
the languages studied. By contrast, more sophisticated (NLP) text-analytic tools
rely on complex, possibly server-based technology, often require familiarity with
bulky user manuals and rely on language models that may not be available for
smaller languages (see also Section 3), which means that they come with their own
inherent boundaries. In particular, the dominance of Western languages, and espe-
cially English, in text-analytic NLP tools has been identified as an area of concern
(see Baden et al., 2022, p. 2), as it hinders the participation of other researcher
communities and impedes comparative research on an international scale. A list of
available tools commonly used in linguistics is shown in Table 4.

Subsequently, AntConc is introduced (see Figure 4). It represents the tool most
widely used by linguists and has also been extensively applied within the broader
sphere of digital humanities and social sciences (see, e.g., Froehlich, 2015; Smith,
2021; Li & Zhang, 2022; Hui, 2023). It also is the tool arguably best documented
(see, e.g., the “User Support” section on laurenceanthony.net/software/antconc,
and the numerous instructional videos available at youtube.com/results?search_
query=antconc) and — unlike other commonly used commercial tools such as
WordSmith or the browser-based SketchEngine — it is available for free. Along the
lines of “reflected algorithmic textual analysis” as presented in Section 4, the cen-
tral question again is one of proper operationalization of concepts that will facili-
tate relevant theory-driven research.

Figure 4. AntConc GUI with KWIC display shown
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Target Corpus KWIC Plot File View Cluster N-Gram Collocate Word Keyword Wordcloud
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AmEO06_J13.txt 12 AmE... easured confounding is accounting for the findings, as the process  of randemization makes the mathematical probability of su
AmEO6_J14.txt 13 AmE...nt residue of mantle differentiation including the on-going  process  of seafloor spreading and building of island arcs. It
AmE0S_H56¢ 14 AmE. . ikszentmihalyi's (1990) concept of “flow” is a more general process  of self-actualization. In flow, a person’s tasks
::Eg:’j :::: 15 AmE... a voice of "several strengths.” Her voice thereby enacts a  process  of the black community speaking to itself and explores
AMEO6_J18:0x¢ 1A AmF i not_it is that the critical thinker takes the _nroress of thinkina serinusly_conscinusly attends to that nracess ar
AmEOG’ 1190t Search Query “Words ~'Case ~Regex Results Set All hits Context Size 10 token(s) =
AmEUﬁ’JZU.m process Start ~ Adv Search
P'mg';;si;m " Sort Optians Sort to right Sort11R Sort 2 2R Sort 3 3R Order by freq

Time taken (creating kwic results): 0.3314 sec

Note. Extracted from laurenceanthony.net/software/antconc/screenshots/kwic.png.
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To illustrate, consider an analysis to explore objectivity as a core journalistic value
(see Donsbach & Klett, 1993) in emerging online news practice in the form of
political live blogging (see Michael & Werner, 2023). The Wordlist and N-gram
functions of AntConc were used to explore a topical corpus, overall establishing
fact-based discourse as well as an emphasis on the liveness of the event. Other
salient items that emerged from these analyses, such as the frequent combinations
X said and I think or could be subjected to closer scrutiny through Concordance
analysis, determining a clear linguistic delineation of reporting and evaluation/
expression of personal stance as well as a partly informal tone. Additional linguis-
tic markers associated with “objective” and “subjective” discourse, such as mark-
ers of colloquiality (vs. their more formal variants) could be identified in the lit-
erature and traced and quantified in the data, also using the Concordance function.
To take advantage of a combined quantitative-qualitative corpus analysis with
other approaches, these findings could be complemented by a manual content
analysis of sourcing practices to determine whether and how political live blogging
strives for transparent and objective reporting through accounting for sources and
linking information.

A corpus-based analysis with AntConc could also be triangulated with experi-
mental work, such as Burgers and de Graaf (2013). This study starts from the
hypothesis that “the degree to which a newspaper article refrains from using neu-
tral language may be an indicator of sensationalistic news” (Burgers & de Graaf,
2013, p. 169). Formally, sensationalism in print news thus is characterized through
heightened “language intensity”, which is specifically promoted through the use
of emotional language (see also Lefkowitz, 2021). In the experiment, participant
assessments on the perceived intensity and credibility of a restricted set of news
items were elicited under various conditions (intensifiers vs. no intensifiers; positive
vs. negative framing). As intensification can operate on various levels (see Burgers
& de Graaf, 2013, p. 170), using the Concordance function, a larger corpus of
news articles could be searched based on a list of relevant items, such as adjectives
(massive, gigantic), adverbs (even higher, much more intense), quantifiers (billions),
nouns (spectacle, event), verbs (gorge vs. eat), exaggerations (They had to wait
forever) and repetition (really, really awful) and results on the presence of such
elements could be quantified to be able to assess the amount of sensationalistic
reporting across different news categories and across various news outlets. A com-
plementary strategy would be to use the Keyness function, which could be applied
to determine (i) whether relevant items are actually salient in “tabloid” news out-
lets, which are generally associated with more sensationalistic reporting, if mate-
rial from them is contrasted with “quality” press data and (ii) whether there have
been any changes in the amount of sensationalistic reporting over time. Obvi-
ously, such analyses can therefore also be related to the style dimension of tabloidi-
zation and could be further complemented by a manual content analysis of broad-
er journalistic strategies such as person-centered reporting (Otto et al., 2017,
pp. 141-142).

In addition to studying purpose-built self-compiled corpora, AntConc can also
be used for the linguistic processing of materials from commercial aggregators (see
Section 4.2 for examples), reference corpora of various languages that do not have

372 SCM, 13.Jg., 3/2024

Ihttpst//dol.org/10.5771/2192-4007-2024-3-347 - am 02.02.2026, 22:46:20. Op O



https://doi.org/10.5771/2192-4007-2024-3-347
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Werner/Michael | Linguistic corpora and tools

an online interface but are freely available in textual format (see, e.g., the Hel-
sinki Corpus of Swahili; korp.csc.fi/download/HCS/a-v2),!! as well as for analyz-
ing material from digital press archives, such as Chronicling America (English;
chroniclingamerica.loc.gov), ANNO (German; anno.onb.ac.at), or RetroNews
(French; retronews.fr). While these archives vary considerably in terms of their
temporal coverage, level of textual processing and accuracy, search functionalities
and filters, as well as data output types (see Koenen, 2021; Michael & Werner, in
press), they commonly at least allow the download of textual data, which then
(possibly after accuracy checks and pre-processing) can be loaded into the corpus
software and queried along the lines presented above. Given the progress in the
development of these archives over the past decade, it is hoped that future efforts
in digital humanities and social sciences will expand access to and increase the
quality of such materials (Marchi, 2022, p. 579), facilitating historical and dia-
chronic research on news discourse. Again, while AntConc is “blind” to the language
of the processed material, and also allows the analysis of right-to-left languages,
for instance, a certain bias in the availability of these archives for larger and West-
ern languages cannot be denied, and greater inclusivity remains a desideratum.

6. Conclusion

The present paper can be seen as a contribution towards the methodological dis-
cussion in media and journalism studies (as well as communication studies at large),
arguing for an interdisciplinary cross-fertilization between the fields of corpus
linguistics and media and journalism studies. Overall, it argued that corpus lin-
guistics, a specific form of computer-assisted textual analysis, has the potential to
become part of the “interdisciplinary turn” or “new interdisciplinarity” of media
and journalism studies (see Section 1). An ensuing goal was to (re-)raise awareness
about corpus linguistics, which to date has suffered from large-scale neglect and
has not become part of the canon of computational approaches. It was proposed
that this undervaluation (especially compared to NLP approaches) is unjustified,
as corpus-linguistic analysis has much to contribute to content analysis, relating
to central theories and concepts traceable at the level of the surface text, such as
framing, agenda-setting, media bias, or emotionalization (Hase et al., 2022, p. 71).

It is also clear that several of the functionalities typically featuring in corpus
linguistics (e.g. collocation or keyness analysis) are also already available in other
NLP tools more widely used in media and journalism studies but arguably have
only rarely been applied in research for various reasons. Therefore, it was sugges-
ted that corpus-linguistic approaches can be a potentially helpful addition to the
(digital) methodological toolbox as an efficient “middle-ground” empirical approach
that allows researchers of both contemporary and historical news discourse to
conduct theory-driven work and to maintain a fair degree of control over the data
and research procedures, while it facilitates the integration of quantitative and
qualitative perspectives and can be meaningfully triangulated with other methods.

11 Note that COCA (Section 5.1) can also be downloaded and searched in tools such as AntConc.
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This cross-validation through hybrid research designs, which to date arguably still
is in a fledgling state, has even occasionally been labelled the “gold standard” in
empirical media and journalism research as the only viable way to adequately
describe and analyze socially complex phenomena (Loosen & Schmidt, 2016,
p. 563; see also DeCoster & Lichtenstein, 2007). Mutatis mutandis, (corpus-based)
media linguistics could also benefit from going beyond textual analysis to be in a
position to better motivate results, as variously shown in Section 4.1.

Corpus linguistics can also be viewed as part of an effort to fill (or at least cir-
cumvent) some of the major gaps identified in current automated text analysis
practice (Baden et al., 2022), such as its ability to facilitate theory-driven work and
its relative flexibility when it comes to integrating and processing various types of
textual data from different languages. In this sense, if properly applied, corpus-
linguistic approaches, even though they have existed for a longer time, could be
viewed as methodological innovation that serves as a driver for media and journal-
ism studies at large (Sjovaag & Karlsson, 2016, p. 87).

At the same time, it is clear that corpus linguistics is not a silver bullet and that,
depending on the data assessed and individual research questions being tackled,
relying on automated content-analytic approaches (or indeed different method-
ologies altogether) may be superior. Very much in the spirit of Bednarek and Carr
(2021, p. 147), corpus linguistics in its various forms therefore was presented as
one possible addition to the media and journalism scholar’s toolkit when it comes
to analyzing relevant texts, and the concrete choice of one method or the other in
a specific study may be influenced by various theoretical and practical considera-
tions.

Furthermore, while corpus-linguistic tools were presented as easily accessible
and usable for media and journalism scholars, continuing collaborative efforts
between them and corpus linguists will certainly bear fruit in the sense of aiming
for a holistic picture of news discourse, conducting contextualized “reflected algo-
rithmic textual analysis” (Pichler & Reiter, 2020, p. 58; see also Marchi, 2010, p.
165,2022, p. 585) as a genuinely interdisciplinary endeavor. While there are already
a few examples where interdisciplinary collaboration between corpus linguists and
media and journalism scholars has successfully been realized (i.e. in terms of pub-
lications in leading outlets) on a practical (and also theoretical and methodological)
level (see, e.g., Bednarek et al., 2021; Michael & Werner, 2023), this position is
also supported by the fact that corpus linguistics is an evolving field in its own
right, with other tools and resources than the ones showcased above being avail-
able (see Table 3) and being developed by the field for the field itself. Some of them
include additional functionalities, such as integrated visualization and subsequent
statistical analysis (e.g. LancsBox), semantic tagging and keyword analysis (also
for languages such as Mandarin Chinese, Indonesian or Dutch), which may be
helpful for linguistically informed topic modelling (e.g. Wmatrix), as well as the
possibility of highly sophisticated queries based on individualized corpus annota-
tion (e.g. IMS Open Corpus Workbench). This dynamism similarly applies to
methodological reflection and development, for instance as regards corpus query
techniques (see, e.g., Bednarek & Bray, 2023) and concrete (statistical) measure-
ments geared to linguistic data (see, e.g., McEnery et al., 2019).
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While the current contribution has highlighted the advantages of corpus-linguis-
tic approaches, there are certainly some general limitations that have to be ac-
knowledged. These include the very fact that to date researchers in media and
journalism studies may be more familiar with environments such as R or Python,
which can also be used to process language data. However, the fact that they require
programming skills on the part of the researcher, whereas most corpus-linguistic
tools do not (Bednarek & Carr, 2021, p. 146) and come with accessible interfaces
(see Section 5), can be considered a strong argument especially for those venturing
into empirical textual analysis for the first time. On this note, the practical experi-
ence of the authors has shown that the basics of corpus linguistics along the lines
developed above (introduction to working with online reference corpora and with
AntConc) can be taught within a longer session (six contact hours) of an under-
graduate interdisciplinary media studies/media linguistics course.

Other potential concerns include the risk of corpus tools or online environments
becoming obsolete and the concentration of corpus-based work on textual data.
While the former could be considered a natural process as resources and methods
evolve, the latter is salient as current news practice, especially in online environ-
ments, increasingly relies on visual elements, which may require an extension to
multimodal perspectives to be able to account for the interaction between different
modes (Bucher, 2014, p. 277; Jaworska, 2018, pp. 103-104). While more work
accounting for the interaction between different modes is needed in the future,
there are already innovative attempts, for instance on the multimodal construction
of newsworthiness (Bednarek & Caple, 2012, 2017).

The focus of the present paper was on news discourse with an emphasis on
legacy (print and online) media. However, corpus resources and relevant work are
also available on other media, such as blogs and social media (see, e.g., Lutzky &
Kehoe, 2022) as well as on transcribed media speech (e.g. the spoken section of
COCA or the spoken news commentary section of the BNC) and on entertainment
media (see, e.g., the Sydney Corpus of Television, syd-tv.com or the TV Corpus;
english-corpora.org/tv). This means that also work in these domains, which to date
appears to have remained ignorant of corpus approaches as well (e.g. Nitsch, 2023),
could be conveniently complemented by corpus approaches to increase the valid-
ity of results of pertinent content analyses.
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